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Preface

We warmly welcome you to JOCLAD 2023! JOCLAD 2023 – Meeting of the Portuguese
Association for Classification and Data Analysis (CLAD) – aims at bringing together
researchers and practitioners interested in Data Science. This year, to celebrate the thirty
meeting of CLAD, JOCLAD 2023 is being held in the Portuguese northern coastal city
of Viana do Castelo. After many meetings held throughout Portugal (2018 in Almada,
2019 in Viseu, 2020 in Lisbon, 2021 in Covilhã, 2022 in Porto, in a reduced format), this
year JOCLAD 2023 takes place from 20 to 22 April at the High School of Technology
and Management of the Polytechnic Institute of Viana do Castelo (ESTG–IPVC), who
co-organises the event. ESTG was created in 1985, to respond to the growing need of
specialized labor from industries and other organisations of the region. ESTG is situated
in the beautiful city of Viana do Castelo, next to the North beach, overlooking the iconic
Monte de Santa Luzia.

Viana do Castelo is a city in the north of Portugal that brings together the natural
beauty provided by the river, the ocean and the mountains. It combines tradition (with
an emphasis on traditional costumes and gold filigree art), modernity and innovation.
The symbol of Viana is the “Heart of Viana”, a heart-shaped jewelry item that is based
on the filigree technique. Viana is also a city where many important names of the
contemporary Portuguese architecture are present, marking some of the city’s spaces
and buildings. This is the case of Praça da Liberdade by Fernando Távora, the Library
by Álvaro Siza Vieira, the Youth Hostel by Carrilho da Graça, the Hotel Axis by Jorge
Albuquerque or the Cultural Center of Viana do Castelo, by Souto Moura, among many
others. We would like to welcome all participants of JOCLAD 2023 to Viana do Castelo,
and wish that you are able to enjoy one of the most beautiful cities of Portugal.

This volume is one of the main outcomes of JOCLAD 2023 and documents the meeting
contents, particularly its programme. The JOCLAD 2023 programme includes a mini
course on April 20 on “Data Science for health – Concepts and methods for learning
on temporal health-related data” by Myra Spiliopoulou (Faculty of Computer Science,
Otto-von-Guericke-University Magdeburg, Germany). The diversity and liveliness of
research in Data Science is also illustrated by the invited plenary talks, for which we
thank Myra Spiliopoulou, Francisco de A. T. de Carvalho (Computer Science Center of
the Federal University of Pernambuco – Brazil), and José G. Dias (University Institute
of Lisbon – ISCTE-IUL, Portugal). We also thank the organisers of the Thematic
Sessions, Bank of Portugal, Statistics Portugal, the Portuguese Statistical Society (SPE),
ENERCON GmbH, and Sonae MC.



The programme includes the Fernando Nicolau Award, whose evaluation panel comprises
Helena Bacelar Nicolau (Honorary President), Gilbert Saporta, Mário Figueiredo, and
Paulo Gomes. In this edition, student participation has been strongly encouraged, and
this year witnessed the largest number of student applications. A Thematic Session is
devoted to the students granted with a 2023 CLAD scholarship: two Master’s students,
four PhD students (including an Honourable Mention). The awards have been kindly
provided by CLAD, the evaluation committee includes A. Manuela Gonçalves (Chair),
Adelaide Freitas, and Paulo Infante.

Additionally, this volume contains all the abstracts of talks and posters presented at
regular oral and poster sessions. This is going to be a particularly well attended, and
hopefully successful, edition of JOCLAD, with a final outcome of 27 contributions
accepted for oral presentation and 25 for poster presentation. Each abstract published
in this volume has been evaluated by at least one anonymous member of the scientific
committee. We thank all the authors who submitted an abstract to our meeting and
the reviewers who supported the editorial process with their fast and constructive
commitment. We thank the members of the Scientific Committee, A. Manuela Gonçalves,
Irene Oliveira, Isabel Silva, João Cordeiro, Margarida G. M. S. Cardoso, and M. Rosário
Oliveira, whose work definitely contributed to ensure the overall quality of the JOCLAD
2023 programme. We also thank all the chairs of the sessions. Last but not least, it
is a pleasure to thank all sponsors for helping the organisation of this meeting. Our
institutional sponsors deserve a special mention – Statistics Portugal and Bank of
Portugal – whom we thank for their lasting and generous support.

A successful meeting involves more than just the presentation of talks and posters, it
is also a meeting of people and exchange of research ideas and collaborations. Thus,
a social program has been arranged – a social dinner and a visit to Gil Eannes Naval
Museum in Viana do Castelo – to promote and facilitate this desired networking. Our
deep thanks extend to the local organising committee, Conceição Rocha, Paula Cheira,
Pedro Pinto, Sandra Silva, and Sónia Dias, as well as to our local sponsors, who made
it possible for participants to become more involved with Viana do Castelo, creating
opportunities to know more about this region through social and gastronomic moments.
We wish you a productive and stimulating meeting and a memorable stay in Viana
do Castelo. Finally, thank you all for your support for JOCLAD 2023, and for helping
us to make this a successful meeting. Your high-quality work is essential for CLAD to
continue its tradition of excellence in advancing Data Science. We do hope to meet you
again for JOCLAD 2024!

Viana do Castelo, April 2023

Chair of the Scientific Programme Committee
A. Manuela Gonçalves

Conference Chair
Sónia Dias

President of CLAD
Paula Brito
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Thursday, 20 April

8:30 Registration Hall of ESTG
9:00 Mini Course Room A1.2
10:30 Coffee Break Hall of Library
11:00 Mini Course (cont.) Room A1.2
12:30 Lunch Time Scala Restaurant
13:30 Registration Hall of ESTG
14:00 Opening Session Auditorium
14:30 Keynote Lecture I – Francisco de A. T. de Carvalho Auditorium
15:30 Coffee Break Hall of Library
16:00 Parallel Sessions I Auditorium & Room A1.2
18:00 Visit to Gil Eannes Naval Museum
19:00 Reception: Verde de Honra Centro de Mar

Friday, 21 April

8:30 Registration Hall of ESTG
9:00 Parallel Sessions II Auditorium & Room A1.2
10:20 Coffee Break Hall of Library
10:40 Poster Session I Hall of Library
11:00 Keynote Lecture II – José G. Dias Auditorium
12:00 Thematic Session I - CLAD Corporate Auditorium
13:00 Lunch Time Scala Restaurant
14:30 Thematic Session II - Bank of Portugal Auditorium
15:30 Thematic Session III - Statistics Portugal Auditorium
16:30 Coffee Break Hall of Library
17:00 Thematic Session IV - CLAD 2023 Scholarships Auditorium
18:40 General Assembly of CLAD Auditorium
20:30 Social Dinner Dona Aninhas Hotel

Saturday, 22 April

9:00 Parallel Sessions III Auditorium & Room A1.2
10:00 Parallel Sessions IV Auditorium & Room A1.2
11:00 Coffee Break Hall of Library
11:20 Poster Session II Hall of Library
11:40 Thematic Session V - SPE Auditorium
12:40 Vianackathon Awards Auditorium
13:10 Lunch Time Scala Restaurant
14:45 Fernando Nicolau Award Auditorium
15:15 Keynote Lecture III – Myra Spiliopoulou Auditorium
16:15 Closing Session Auditorium

Auditorium - Auditorium Francisco Sampaio
Hall of Library - Hall of Library Barbosa Romero

xiii
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Thursday, 20 April

8:30 Registration - Hall of ESTG

9:00 Mini Course - Room A1.2
Data Science for health – Concepts and methods for learning on temporal
health-related data
Myra Spiliopoulou, p. 5

Chair: Adelaide Freitas

10:30 Coffee Break

11:00 Mini Course (cont.)

12:30 Lunch Time

13:30 Registration - Hall of ESTG

14:00 Opening Session - Auditorium Francisco Sampaio

14:30 Keynote Session I - Auditorium Francisco Sampaio
Learning from symbolic data
Francisco de A. T. de Carvalho, p. 9

Chair: Sónia Dias

15:30 Coffee Break

xvii
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16:00 Parallel Sessions I

Auditorium Francisco Sampaio Room A1.2
Data analysis applications I Time series modelling

Chair: Irene Oliveira Chair: Maria Eduarda Silva
16:00 SLE-DAS performance in phase 3

clinical trials, Ana Matos, Carla Hen-
riques, Diogo Jesus, Luis Inês, p. 61

Improving short-term forecasts of
environmental time series via state-
space modeling, F. Catarina Pereira,
A. Manuela Gonçalves, Marco Costa,
p. 69

16:20 Designing experiments for use in
agriculture: the example of large
field trials for grapevine selection,
Elsa Gonçalves, Antero Martins, p. 63

Stationary and non-stationary
state-space models in the presence
of outliers: a simulation study,
F. Catarina Pereira, A. Manuela
Gonçalves, Marco Costa, p. 71

16:40 Bootstrap confidence intervals for as-
sociation measures in sparse contin-
gency tables, João Rocha, Adelaide
Freitas, Isabel Pereira, p. 65

Modeling the fuel consumption of a
NRP ship using a Kalman filter ap-
proach, M. Filomena Teodoro, Pedro
Carvalho, Ana Trindade, p. 73

17:00 The link between internal social re-
sponsibility, work culture and innova-
tive behavior: a statistical approach,
Mara Cunha, Helena Sofia Rodrigues,
Ana Teresa Oliveira, p. 67

Bayesian approach to modelling time
series of counts under censoring,
Isabel Silva, Maria Eduarda Silva, Is-
abel Pereira, Brendan McCabe, p. 75

18:00 Visit to Gil Eannes Naval Museum

19:00 Reception: Verde de Honra – Centro de Mar

xviii
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Friday, 21 April

8:30 Registration - Hall of ESTG

9:00 Parallel Sessions II

Auditorium Francisco Sampaio Room A1.2
Data analysis applications II Clustering

Chair: Lúıs M. Grilo Chair: Margarida G. M. S. Cardoso
9:00 Inventories discretionary manage-

ment through accounting choices –
The case of small and medium-sized
Portuguese companies in commercial
sector, M. Filipa Nogueira, Augusta
Ferreira, Carlos Ferreira, p. 77

A comparison of some methods
for clustering of variables of mixed
types, Ndèye Niang, Mory Ouattara,
Gilbert Saporta, p. 85

9:20 Identifying characteristics of
marketing-influenced eating vul-
nerability, Carla Henriques, Raquel
Guiné, Ana Matos, Madalena Malva,
p. 79

Clustering of pediatric hospitaliza-
tions by hospital resources use,
Daniel Cordeiro, Ana Azevedo, Bár-
bara Peleteiro, Lucybell Moreira,
Elsa Guimarães, Raquel Cadilhe,
Rita Gaio, p. 87

9:40 Are the European countries well
prepared for the new technologi-
cal challenges?, Fernanda Figueiredo,
Adelaide Figueiredo, p. 81

Clustering ECG time series for
the quantification of physiologi-
cal reactions to emotional stimuli,
Beatriz Henriques, Susana Brás, Só-
nia Gouveia, p. 89

10:00 A risk model for classifying stocks,
Irene Brito, p. 83

Clustering analysis for household
week-daily water consumption pro-
files characterization, João Bastos,
Flora Ferreira, Duarte Silva, Wolfram
Erlhagen, Estela Bicho, p. 91

10:20 Coffee Break

xix
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10:40 Poster Session I - Hall of Library Barbosa Romero
Chair: Paula Cheira

Linear regression for symbolic density-valued data
Rui Nunes, Paula Brito, Sónia Dias, p. 117

Analyzing compositional data using distributions defined on the hypersphere
Adelaide Figueiredo, p. 119

Survival forests in lifetime analysis
Cećılia Castro, Ana Paula Amorim, p. 121

How much time do we spend on the sofa?
António Balau, Fábio Rodrigues, Sofia Ribeiro, Cristina Lopes, Cristina Torres,
Lurdes Babo, Isabel Vieira, p. 123

Identification of potential causes in the number of beneficiaries of social
disability pension in small municipalities in the northern region of Portugal
Cristina Torres, Lurdes Babo, Isabel Vieira, Isabel Cristina Lopes, Rui Mon-
teiro, Carla Ferreira, Inês Bem-Haja, p. 125

Evolution of mean sea level: particular case of the port of Viana de Castelo
Dora Carinhas, Miguel Picoto, Paulo Infante, p. 127

Statistical analysis of humanoids’ arm movements
Eliana Costa e Silva, Gianpaolo Gulletta, Estela Bicho, Wolfram Erlhagen, p.
129

Application of data reduction methods in the creation of SoResilere – Social
resilience index applied to flood affected municipalities
Rita Jacinto, Fernando Sebastião, João Ferrão, Eusébio Reis, p. 131

Alto Minho regional performance through SDG11: a cluster analysis

Helena Sofia Rodrigues, Ângela Silva, Jorge Esparteiro Garcia, p. 133

Gender equality in wages in Portugal, between 1994 and 2020
Ana Freitas, Elenice Santos, Marileide Silva, Vanessa Lima, Isabel Vieira,
Cristina Lopes, Cristina Torres, Lurdes Babo, p. 135

Characterization of mobbing in Portuguese accounting professionals using
Leymann inventory of psychological terror scale items
Irene Oliveira, António Dias, Margarida Simões, Ana Paula Monteiro, Rui
Silva, p. 137

xx
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Birth rate in Portugal
Maria Guerra, Ana Pessoa, Ana Rodrigues, Maria Mesquita, Lurdes Babo, Isabel
Vieira, Cristina Lopes, Cristina Torres, p. 139

Assessment of exhaustion, cognitive weariness and physical fatigue of security
services workers: PLSc-SEM approach
Lúıs M. Grilo, Tiago F. Braz, Helena L. Grilo, p. 141

11:00 Keynote Lecture II - Auditorium Francisco Sampaio
Finite mixture models: an overview
José G. Dias, p. 11

Chair: Paula Brito

12:00 Thematic Session I - CLAD Corporate - Auditorium Francisco Sampaio

Chair: Carlos Ferreira

12:00 Data analysis in wind industry – Power performance measurement,
Fernando Barroso, Márcio Ferreira, p. 17

12:30 From data to execution, Ana Freitas, p. 19

13:00 Lunch Time

14:30 Thematic Session II - Bank of Portugal - Auditorium Francisco Sampaio
Robots in Official Statistics: are they helping or replacing us?

Chair: Lúıs Teles Dias

14:30 A robot which counts robots: knowing better BPstat users, Filipa Oliveira,
Leonardo Almeida, p. 23

14:50 From people to Python: a new approach on securities holdings statistics
quality assurance, Diogo Nobre, Ludgero Glórias, Pedro Silva, p. 25

15:10 Give me a guess on the purpose of this transaction: diving in microdata on
external money transfers, Martha Düker, Helena M. Marques, p. 27

xxi
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15:30 Thematic Session III - Statistics Portugal - Auditorium Francisco Sampaio
Challenges of Data Science in Official Statistics

Chair: Carlos Marcelo

15:30 Enterprise mortality – A prediction model, Alexandre Cunha, Rui Gouveia,
Sandra Lagarto, Vasco Cordeiro, Vera Dias, p. 31

15:45 AI-based prediction and identification of errors in the geographic location
of buildings, Aldina Piedade, Carmen Costa, Bartholomeus Schoenmakers, p.
33

16:00 More data sources, more information, more quality, Sofia Rodrigues, Almiro
Moreira, Paulo Saraiva, João Poças, Bruno Lima, p. 35

16:15 Access to official statistical information for scientific research purposes,
Pinto Martins, p. 37

16:30 Coffee Break

17:00 Thematic Session IV - CLAD 2023 Scholarships - Auditorium Francisco
Sampaio

Chair: A. Manuela Gonçalves

17:00 Fisher discriminant analysis for interval data, Diogo Pinheiro, M. Rosário
Oliveira, Igor Kravchenko, Lina Oliveira, p. 41

17:20 Handling missing data in the prediction of childhood obesity: a simulation
study, Mafalda Oliveira, Susana Santos, Rita Gaio, p. 43

17:40 Nowcasting the Portuguese unemployment rate with Google Trends,
Eduardo Andre Costa, Maria Eduarda Silva, p. 45

18:00 Using wavelets to denoise sound data and identify patterns: a narwhal
example, Carolina S. Marques, Emmanuel Dufourq, Carl Donovan, Marianne
Marcoux, Tiago A. Marques, p. 47

18:20 Are multilayer networks useful for mining multivariate time series?,
Vanessa Freitas Silva, Maria Eduarda Silva, Pedro Ribeiro, Fernando Silva, p.
49

18:40 General Assembly of CLAD - Auditorium Francisco Sampaio

20:30 Social Dinner - Dona Aninhas Hotel

xxii
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Data Science for health – Concepts and methods for

learning on temporal health-related data

Myra Spiliopoulou1

1 Research Lab KMD: ”Knowledge Management & Discovery”, Faculty of Computer
Science, Otto-von-Guericke-University Magdeburg, Germany, myra@ovgu.de

Medical research and medical decision support increasingly rely on data sciences advances.
The research domain that encompasses advances on learning for health is vast and frag-
mented. In this tutorial, we will discuss following issues:

1. Forms of medical data used in medical research vs medical decision support;

2. Learning on multidimensional clinical data – prediction and phenotyping;

3. Taking time into account during learning on clinical data;

4. Time and Ecological Momentary Assessments (EMA) - learning on mHealth data.

This tutorial is for data scientists who want to apply and extend their methods for tasks
in the medical domain. The focus is less on elaborate learning algorithms and more on
the tasks of specifying the learning problems, preparing the data and making assumptions
before applying simple and elaborate learning algorithms. Some of the approaches we see
have been applied on public domain data, but most of them have been designed for tasks
in concrete clinical or public health settings.
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Learning from symbolic data

Francisco de A. T. de Carvalho1

1 Centro de Informática da Universidade Federal de Pernambuco - UFPE
(https://portal.cin.ufpe.br/), fatc@cin.ufpe.br

In this presentation we discuss some challenges of extending supervised and
unsupervised machine learning and data science methods to symbolic data
described by new variable types (set-valued, interval-valued, distributional-
valued) aiming to describe concepts (groups of items) where taking into account
the variability is needed. In the first part we will present robust linear regres-
sion methods for interval-valued data based on the ordinary least squares and
kernel functions. Then, in the second part we will present a suitable extension
of fuzzy k-means clustering algorithm to interval-valued data.

Keywords: machine learning, symbolic data, regression, clustering, interval-valued data

The basic units of machine learning and data analysis are single individuals. Usually, they
are described by variables (quantitative, qualitative, binary) that are single-valued, i.e.,
that assume as value a number or a category. The individuals are described by a vector of
quantitative, qualitative and binary values.
However, when analyzing groups of individuals, take into account the variability inherent
to the data is needed. Variability occurs when we have, e.g., data about patients but our
aim is to describe and analyse hospitals. The traditional way to take into account the
variability when describing a group of individuals is aggregating data from its individuals
using the mean (or the median) for quantitative data or the mode for qualitative data.
E. Diday [1] argued that to improve the way to take into account the variability when
describing groups of individual, new variable types, that assume as value a set of categories,
an interval or even an empirical distribution (histogram) are needed. He termed these new
variables as symbolic variables and the values that they assume as symbolic data.
Thus, the basic units of machine learning and data analysis becomes groups of individuals
described by symbolic data. Because symbolic data cannot be easily represented in a vector
space as real-valued data is, the development of machine learning and data analysis tools
able to manage symbolic data are very much challenging and needed. Some methods have
been already developed (see Ref. [2] for a survey), but many works are still to be done.
In this presentation we discuss some challenges of extending supervised and unsupervised
machine learning and data analysis methods to symbolic data.
In the first part we will present two robust linear regression methods for interval-valued
data based on the ordinary least squares and kernel functions [4, 6]. In both methods,
the sum of squared errors is defined in a high dimensional space, by means of a non-linear
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mapping applied on the observed response variable and on its corresponding mean vector,
and computed in the original space thanks to the kernel trick. The first method penalizes
the presence of outliers in the centers and/or radius of the intervals through the use of
Gaussian kernel functions. The centers (the radius) outliers are penalized on the centers
(on the radius) regression. The second method also penalizes the presence of outliers in
the centers and/or radius through the use of Gaussian kernel functions. However, both
the centers and the radius outliers penalize both the center and the radius regressions.
Moreover, the observations with outliers on both center and radius are more penalized than
those observations with outliers only in the center or only in the radius. Besides, for each
method we provide a suitable iterative algorithm to estimate the regression parameters.
In the second part we will present an extension of the fuzzy K-means clustering algorithm
that uses suitable adaptive distances with the purpose to cluster interval-valued data [3, 5].
From an initial solution, this fuzzy K-means clustering algorithm optimizes explicitly a
suitable objective function by alternating three steps aiming to compute the fuzzy cluster
representatives, the fuzzy partition, as well as relevance weights for the interval-valued
variables. Indeed, most often conventional fuzzy K-means clustering algorithms consider
that all variables are equally important for the clustering task. However, in real situations,
some variables may be more or less important or even irrelevant for clustering. Due to the
use of adaptive distances, this fuzzy K-means clustering algorithm tackles this problem with
an additional step where a relevance weight is automatically learned for each interval-valued
variable. Besides, this fuzzy K-means clustering algorithm can use either the Euclidean
distance or the robust City-Block and Hausdorff distances to compare the objects and the
cluster representatives. Each particular distance results in a different cluster representative
that is obtained from the optimization of the objective function either algebraically in the
case of the Euclidean distance or by means of an algorithmic solution in the case of City-
Block and Hausdorff distances.
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Finite mixture models: an overview

José G. Dias

Instituto Universitário de Lisboa (ISCTE-IUL), Business Research Unit (BRU-IUL),
Lisboa, Portugal, jose.dias@iscte-iul.pt

Finite mixture models have been used in many fields for different purposes
and under different names. Other non-exact names are model-based clustering
and latent class models. This presentation gives an overview of this area. In
particular, it summarizes the research that has been published both theoretical
papers and in applications. A systematic literature review using the PRISMA
methodology was used. The text mining analysis then identifies topics in the
literature. Results show an explosion of the research in the field since 2000.
Social and health sciences are the most prominent application areas, mainly
focused on the detection of unobserved heterogeneity.

Keywords: finite mixture models, latent class models, discrete latent variables, model-
based clustering, systematic literature review

Finite mixture (FM) models and related latent variable models are over one hundred
years old. The origin of the FM model is usually attributed to Newcomb and Pearson
[4, 5]. Stigler [7], however, at least traces its origin back to the analysis of conviction
rates by Poisson in the second quarter of the nineteenth century. Since 2000, the use of
these models has grown exponentially. In the past few decades, advances in computer
technology, FM modeling has proven to be a powerful tool for the analysis of a wide range
of empirical problems. For instance, in the social sciences, which have a long tradition
of latent class (LC) models, following the seminal work by Lazarsfeld and refinements
notably by Goodman and Clogg (see, e.g., [2] and [1]), more sophisticated models are
gaining popularity. McLachlan and Peel [3] provide a good overview of the field until 2000.
The exponential growth of these models over the past two decades clearly shows that they
are directly related to the democratization of statistical computation using fast personal
computers (PCs) and increasing availability of software for their estimation.

This work presents an overview of the field using a systematic literature review. In addition
to searching for articles using keywords to retrieve papers, we also used papers citing well-
known references in the field (e.g., [8, 3, 6]). The extraction and selection of papers from the
Web of Science follows the PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) methodology. A total of 38,997 papers were included in the analysis.
Topic analysis, a special case of text mining, is used to identify topic clusters in the corpus.
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Results show the diverse use of FMs in the literature. Most publications use FMs to iden-
tify clusters. However, in other applications and contexts, topics cover density estimation,
defining prior probabilities in Bayesian statistics, discrete latent variables, the golden stan-
dard problem, speech modeling, imagine analysis, longitudinal and trajectory analysis, or
social class analysis. This research establishes a typology in the field of FM methodology
and shows its wide range and flexible use in statistical modeling.
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Data Science in support of wellbeing: analysing

sparse medical data

Myra Spiliopoulou1

1 Research Lab KMD: ”Knowledge Management & Discovery”, Faculty of Computer
Science, Otto-von-Guericke-University Magdeburg, Germany, myra@ovgu.de

Smartphone apps have great potential in healthcare and in patient empowerment. They
give to patients with chronic conditions the opportunity of monitoring body signals such
as blood pressure and insulin levels, keeping a diary of their condition, and acquiring
reminders on health-related tasks such as medications and physical exercises. Not only do
the patient learn to live better with their condition; the caring physician acquires valuable
information on how the condition is perceived day by day. While some of these apps
record signals such as paces or sleep hours unobtrusively, others demand active patient
involvement, eg for filling information about nutrition and momentary assessments. The
latter require self-discipline, otherwise the assessments would give a partial, incomplete
picture of the patient’s wellbeing. Data science can contribute in two ways: by exploiting
information from patients with many data to learn about patients with few data, and by
interpreting the gaps – the missing data. We see methods for both on the example of
patients filling daily a questionnaire with an mHealth app.
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Data analysis in wind industry – Power performance

measurement

Fernando Barroso1, Márcio Ferreira2

1 ENERCON GmbH Sucursal em Portugal, fernando.barroso@enercon.de
2 ENERCON GmbH Sucursal em Portugal, marcio.ferreira@enercon.de

This presentation intends to present a practical case on data handling and anal-
ysis in wind industry.
The measurement of power performance of a wind turbine generator covers
several areas of Data Science, like ETL, EDA or ML models.
The purpose of a power performance measurement is to assess the level of com-
pliance of a given wind turbine generator to it’s predefined/contracted power
curve, by means of external wind and power measurement.
These measurements are defined and must follow the procedure described in
IEC 61400-12-1 [1].

Keywords: data analysis, wind energy, renewables, power performance

As a Data Analysis practical case in wind industry, we will present a wind turbine power
performance measurement with site calibration. We will focus on the data analysis aspects
of this process.
In complex terrains, a power performance measurement starts before wind turbine instal-
lation with a process called site calibration.

Figure 1: Wind Turbine with Meteorological Mast for Power Performance Measurement

This process consists on placing two meteorological mast to create a wind speed relational
model between the future turbine location and the measurement meteorological mast. This
model will later be used to estimate the wind speed at the turbine position.

21 April, 12:00 - 12:30, Auditorium Francisco Sampaio

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

17



To create this model, data from both masts must be collected, filtered and synchronized.
[1] defines two models for wind speed prediction based on wind flow conditions: linear
regression or wind direction and shear matrix.
This calibration is performed for specific sectors of 10º of direction around the turbine
position. To be considered calibrated, sectors must fulfill a series of requirements according
to [1].
After turbine installation and commissioning, the measurement can take place, preferably
in the same season as the site calibration process.
For this procedure, a power reading datalogger shall be installed at the turbine. Power
data must be collected together with the meteorological mast data and turbine data.
Again, data must be collected from the different sources, filtered and synchronized. Data
from calibrated sectors can then be binned by wind speed and averaged to create a power
curve.
This measured power curve can then be compared with the contracted power curve and
its performance assessed.

Figure 2: Power Curve Example

To have a better figure of the performance assessment, the measured data is converted to
a performance indicator: the Annual Energy Production (AEP).
AEP will provide a figure on the expected energy produced over an year for the measured
power curve. This is obtained by applying the power curve to the yearly wind distribution
of that specific localization. The AEP of the contracted power curve is also calculated for
the same wind distribution. The ratio of the measured and contracted AEP will give an
indication on the turbine performance level.
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From data to execution

Ana Freitas1
1 Sonae MC, ancfreitas@mc.pt

Sonae MC is a Portuguese retail company that stresses the valuable impact of
data-driven business decisions with a focus on its Cartão Continente loyalty
card program. The organization has been able to leverage machine learning
and artificial intelligence techniques to automate and streamline decisions and
obtain a thorough understanding of its consumers’ actual and predicted behav-
ior, preferences, and purchase habits by analyzing and interpreting data from
the loyalty card program, that feed the customer journey strategy. One con-
cludes that data-driven decision-making, powered by the insights from Cartão
Continente, is a critical component of Sonae MC’s current and future strategy.

Keywords: data, loyalty, impact, science, retail

Sonae MC is a leading Portuguese retail company that recognizes the strategic importance
of data-driven decision-making.
The retail industry is facing intense competition and increasingly more complex and de-
manding consumers, and companies that have access to data are better positioned to gain
a competitive advantage. The rapid expansion of data and the development of new tech-
nologies have made it possible for retail enterprises to gain valuable insights from their
data, which they can use to make more informed and precise decisions.
Sonae MC has recognized the importance of data-driven decision-making and has invested
in creating a data-driven culture and a robust data infrastructure.
Cartão Continente loyalty program’s mission is to create an ecosystem of brands that fully
covers all moments and consumption areas of the Portuguese families (e.g. retail food,
fashion, health and wellness, food chains, travel, entertainment, financial services). The
company has leveraged its loyalty card program as a crucial data source to support its
decision-making processes along the customer journey in order to foster customer engage-
ment.
Customer data includes:
- customer DNA (socio-demographic information)
- transactional data detailing which products are bought, when, where, and the interaction
with promotions and digital services (e.g. App Cartão Continente, personalized discounts,
digital wallet).
In the customer journey, data science plays an important role.
Creating awareness on a specific brand from the ecosystem, customer acquisition models
enable the identification of the right customers to contact based on their behavior in other
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partner areas. Explainable models such as logistic regression models are a good fit for this
sort of problem.
Designing baseline customer strategies relies on segmenting customers on a macro (recency,
frequency and monetary segmentation e.g. Loyal, Frequent, Occasional) or product ori-
ented (e.g. Healthy, Traditional, Economic) frameworks. Segmenting transactions is also
valuable to understand the combination of shopping missions performed by each customer
and the inherent store format, supporting strategic decisions on store layout and services.
K-means, Ward clustering with Euclidean distances and Ward clustering with Jaccard dis-
tances are three different approaches with characteristics that make them more suitable
for each of the clustering challenges above, respectively.
On customer retention, lifetime value and churn prediction can be tackled by fitting a
Pareto/NBD model.
Fostering loyalty, personalization is crucial, combining predictive and prescriptive methods.
Personalized leaflets, targeted discount coupons and delivering weekly shopping lists are
examples of analytical products with impact in customer loyalty and customer satisfaction.
Ultimately, transforming data into wisdom is not only a journey towards achieving business
goals, but it is also an ethical journey. It is essential to keep in mind the ethical implications
of data science projects in retail, such as data privacy and fairness, and to strive for
transparency and accountability throughout the entire process.

Acknowledgements The present research was supported by Sonae MC, SGPS, S.A.
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A robot which counts robots: knowing better BPstat

users

Filipa Oliveira1, Leonardo Almeida2

1 Banco de Portugal, fnoliveira@bportugal.pt
2 Banco de Portugal, llalmeida@bportugal.pt

BPstat provides statistical information on the Portuguese and euro area economies
through over 270,000 published time-series. To better understand users, logs
generated on BPstat were analysed to identify users missed by traditional tools.
By using Python, a layered data collection approach was employed to reduce
and clean over 200,000 daily logs, enabling efficient analysis and classification
using an internal link following approach. This automation revealed previ-
ously unknown user behaviours and provided real-time insights for the Banco
de Portugal.

Keywords: classification, segmentation, big data, layer approach, python

With over 270,000 published time-series, BPstat, the statistical website of the Banco de
Portugal, offers users statistical information on the Portuguese and the euro area economies.
Data can be exported in CSV or Excel format, as well as image formats (JPG, PNG,
SVG, and PDF) and it is also possible to collect data automatically online using BPstat
Application Programming Interface (API).With this wide range of possibilities, knowing
our users, their preferred tools and formats “ [. . . ] is crucial to decide the type of content to
create, the level of technical complexity or simplification of language that must be assumed,
and the channel that should be privileged” [1]. By using Google Analytics, we can analyse
website traffic and user behaviour, if users accept cookies. However, a deeper knowledge
of our users also means to understand all the segments they explore in BPstat. But how
to detect those who do not accept cookies or just extract our information automatically
without accessing BPstat directly? Where there is a record, technology can reach it.
The web server hosting BPstat records all events or activities that occur on the website
over time (logs). These logs contain information such as the user’s IP address, type of
browser used, pages visited, date and time of visits, among other data, which allow us to
characterize users. However, big data not only provides solutions but also brings challenges.
The generated information – more than 200,000 logs per day – is humanly impossible to
analyse and contains a lot of noise, making analysis and interpretation difficult. The
challenge in automating this process is how to collect this information and automate the
analysis to determine which of these logs refer to downloads and how many are performed
by robots (automated processes)?
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Figure 1: Layer approach

To solve the big data problem, we adopted a layered approach, where the collected in-
formation goes through 3 different layers before being analysed. The first layer aims to
reduce the amount of information to be processed, reducing the number of logs by more
than 97%. The second layer involves cleaning the logs by converting their text format into
different columns according to their attributes, such as IP, date, or generated link. The
third layer involves the classification of the generated link recorded in each log to identify
global attributes, file download format, country of origin, among others. To solve the main
problem of identifying who the robots really are, we adopted internal link following tech-
niques. The link is traced to verify that its origin was a BPstat page where it is possible
to generate downloads. If the download link does not have an associated BPstat page, it
was generated automatically. Additionally, it is also possible to use the logs to count the
number of API downloads, which can only be performed via programming. These links
are constructed differently, allowing them to be separated from web-based automations.
This analysis is carried out for the different segments identified in layer 3, based on the
previously identified attributes, allowing to segment the analysis and obtain more accurate
results.

Acknowledgements The process of automatic classification is carried out using Python
and allows the identification of new user segments that were previously unknown. With
this new robot, it was possible to account that in the last quarter of 2022, BPstat had over
6,000 robots from 70 different countries that performed more than 300,000 downloads of
the time series data available on BPstat. This allowed us to identify robots that collected
the same information every 20 seconds, drawing our attention to new types of risks and
reminding us of the need for real-time quality controls.
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From people to Python: a new approach on securities

holdings statistics quality assurance
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In the context of quality control of information reported for securities hold-
ing statistics, a Python solution was implemented to identify data issues that
needed to be further addressed by the reporting agents, according to a set of
criteria. With this solution we saw significant efficiency gains, by increasing
the number of issues identified and, at the same time, drastically reducing the
time spent in the process.

Keywords: python, automation, securities

Technological developments have led to an increase in the usage of computer capacity to
automate work tasks. Through these automation mechanisms, some tasks can be per-
formed with the same degree of quality as if they were performed by a human being, and,
in many cases, with gains in speed and accuracy, resulting in more efficient processes.
Python currently stands out as one of the most used programming languages for automa-
tion processes for its simplicity and flexibility. By automating these tasks, organizations
can improve their productivity and focus on higher-value activities that require human
intervention.
This paper presents a new automated process that is able to assist in the quality control of
the data reported monthly by the Portuguese custodians (or investors) on securities held in
custody by them or in their portfolio, capture possible reporting errors and prepare e-mails
with questions to be sent to the respective reporting agent for further analysis.
Granular data on securities holdings and transactions for all the institutional sectors of
the Portuguese economy are collected by Banco de Portugal on a monthly basis since
1999. In this process, more than fifty institutions report information about transactions
and holdings of all securities held in custody or held in their own portfolio, on a security-
by-security and investor-by-investor basis. Subsequently, an analysis process is carried
out at the micro data level (transaction-by-transaction, security-by-security, investor-by-
investor) to find the main highlights, different relevant events (custodian changes, share
price changes, etc.), and potential reporting errors. Reporting agents are then questioned
whenever inconsistencies are detected in the data. This overall process was extremely time
consuming and repetitive and, to make it more efficient, we have developed an automatic
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tool for detecting possible inconsistencies. In addition to this, the new tool also automat-
ically creates the e-mail with the questions to be sent to the reporting agents for further
analysis. We used Python for the development of the automation mechanism, in particular
the following packages: Urllib; Sqlalchemy; Openpyxl and Pandas.
To detect possible inconsistencies, the following quality criteria were defined: securities
transacted at zero value; evolution in market prices seem insufficient to explain the re-
ported values; for unlisted securities, changes in stocks are not sufficiently explained by
transactions; other changes in price and volume of at least 1M€.
Based on such criteria the questions to be sent are separated into two groups: zero-valued
transactions, and market value questions. The new automated process brought a set of
advantages, namely (1) questions are sent to the reporting agents on a more timely manner;
(2) files are organized by set of questions, which makes it easier for the institutions to
analyse the issues and provide an answer; (3) it allow us more time to focus on the statistical
treatment of more complex transactions.

Figure 1: Number of questions (left) and hours
spent (right) by production round

The process was first implemented in the
January 2023 production round and the
analysis of the results led us to conclude
that there are expressive gains of produc-
tivity. Applying the new tool made it pos-
sible to increase the number of questions
raised with a significant reduction in the
associated effort (Figure 1). In particu-
lar, we were able to the reduce the time
spent in this step of the statistical produc-
tion process (analysing the data, preparing
the questions, and sending the e-mails to
the reporting agents) from 2-3 full days of
work of 2 people to only 1 full day of work

of 1 person, i.e., a decrease of around 80% of time spent. It is also worth mentioning that
the new tool was able to identify more than 200 questions, which were then prioritized
and reduced to around 100 questions (nevertheless, an increase of around 23% vis-à-vis
December 2022) in order to give reporting agents the possibility to analyse and answer in
due time and, ultimately, adapt to this new system.
In the future, we are considering the development of further enhancements to the quality
control process. Firstly, we intend to analyse the definition of different thresholds for the
quality criteria and develop new consistency tests. Finally, we expect to develop a machine
learning process to assist in distinguishing between true errors, that need to be corrected,
and other type of anomalous, but correct, observations, such as outliers.

Disclaimer: The analyses, opinions and findings of this paper represent the views of the authors,
which are not necessarily those of the Banco de Portugal or the Eurosystem. Any errors and
omissions are the sole responsibility of the authors.

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

26



Give me a guess on the purpose of this transaction:

diving in microdata on external money transfers

Martha Düker1, Helena M. Marques2
1 Deutsche Bundesbank, martha.dueker@bundesbank.de;
2 Banco de Portugal, hmmarques@bportugal.pt

On a monthly basis, banks send to Banco de Portugal data on all cross-border
settlements made daily on behalf of their individual customers. Former inves-
tigations on these data applied different machine learning methods to indicate
first patterns. Those findings, as for example specific country or bank groups
combined with the new developed heuristics from the dashboard approach and
the analysis of external data sources are applied on the cross-border settlements
to flag some transactions as being related with a higher probability to a specific
balance of payments class and, if possible, item.

Keywords: dashboard approach, search-match approach, heuristics, institutional sector
of households, balance of payments

On a monthly basis, banks send to Banco de Portugal data on all cross-border settlements
made daily on behalf of their individual customers. This big volume of information1 is re-
ported with no statistical classification, but its potential is undeniable for external statistics
related to the institutional sector of households. However, because of the absence of infor-
mation about the purpose of these transfers, the classification of each transaction to the
balance of payments (b.o.p.) items is not straightforward. Currently, these data, aggre-
gated by month and country of origin/destination, combined with other sources, are used
for some estimations. Still, there might be patterns within the settlement data of natural
persons which could be used to classify those transfers on an individual basis.
First, to get a better understanding of the settlements’ data for 2021 and 2022 stored in
a SQL database, an ethnographic analysis2 was performed using a Power BI dashboard,
where summary statistics for the inflows and outflows of 37 financial institutions and 223
territories are included. In a second step, other data sources were evaluated to obtain
insights on specific characteristics for households cross-border settlements: i) information
about subscription fees and European financial headquarters of digital service providers3,

1Average inflows per month for 2022: 2 388 million euro (2 631 210 settlements); average outflows per
month for 2022: 1 174 million euro (3 919 210 settlements)

2Ethnography is one of many methods in social sciences and often deals with unstructured data, where
the data is not yet finally categorized, and the categories are often unknown at the beginning [1].

3The research done in the course of this work allowed for the systematization of sparse and decentralized
information about digital service providers present in Portugal, like the segment where they operate, type
of contract and the country of the European financial headquarters, which can be assumed to be the
country of destination of the customers’ payments.
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ii) data on real estate sales to non-residents; iii) payments’ data where the merchant
category codes4 are included, and iv) stocks on loans and deposits of private households.
Additionally, knowledge about the specialization in specific lines of business of some banks
was considered (for instance, consumer credit). Third, the findings on specific country or
bank groups from former investigations on these data at Banco de Portugal combined with
the new developed heuristics from the dashboard approach and the analysis of external data
sources were applied to flag some transactions as being related with a higher probability
to a specific balance of payments class and, if possible, item. The dashboard will be
automatically updated on a monthly basis through SQL-queries and can be used as a
tool to monitor bank, country, or time-related characteristics of the information received.
The flags will be applied through pre-defined rules based on the developed heuristics with
different SQL-queries to the individual transactions, signaling those that are more likely
to be assigned to a specific b.o.p. class. If the so far developed heuristics are applied on
the settlements data with respect to the total volume by year and direction, for the inflows
are flagged 10 percent for 2021 and 7 percent for 2022 and for the outflows are flagged 5
percent for 2021 and 4 percent for 2022 (Figure 1 left, shows the respective amounts).

Figure 1: Applied heuristics on settlements’ data, 2021 and 2022, volume in EUR and
number of transactions

For the total number of transactions by year and direction, this results in flagged inflows
being 3 percent for 2021 and 1 percent for 2022, and flagged outflows being 26 percent for
2021 and 29 percent for 2022 (Figure 1 right, shows the respective number of transactions).
It may appear that the numbers of flagged transactions are relatively low. Therefore,
further research should focus on additional data which can give supplementary information
on specific characteristics of transactions to develop additional heuristics which can be
applied through search-match-methods on the settlement’s data.
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4Merchant Category Codes (MCCs) are used in the paayment processing industry to identify the type
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Enterprise mortality - A prediction model
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A machine learning model was developed to predict which companies are at
risk of closing their activities on a monthly basis using four data sources. The
objective is to identify economically dead companies earlier than the current
annual method. The model was evaluated using various metrics, and the gradi-
ent boosted machines model performed the best, although false positives were
identified. Further analysis is needed to improve the model’s precision and
reliability, but this model seems to have a significant potential to anticipate
company deaths.

Keywords: classification, gradient boosted machines, enterprise mortality

This study aims to develop a classification/prediction model based on machine learning
techniques that can identify companies that are at risk of closing their activities on a
monthly basis. Currently, the identification of economically dead companies is done an-
nually, if they do not belong to the populations of companies in the Sistema de Contas
Integradas de Empresas (SCIE) in the following two years. The use of monthly adminis-
trative data sources may allow earlier identification of dead companies.

The classification/prediction model was developed based on four data sources: the SCIE,
the e-Fatura of Autoridade Tributária (e-Fatura), the Declaração Mensal de Remunerações
of Segurança Social (DMR-SS) and the Ficheiro de Unidades Estatísticas (FUE). The ob-
jective is to predict monthly whether a company is dead or not based on historical data,
thus enabling the anticipation of company deaths for up to 11 months and, at any time,
without having any information about the activity of the companies in the next 24 months,
predict their death.

Different Machine Learning models were used, including logistic regression, K-nearest
neighbors, classification trees, random forests, and gradient boosted machines. To evaluate
the accuracy of the model, various metrics such as accuracy, sensitivity, specificity, and
ROC curve were analyzed. An analysis of the confusion matrices was also performed to
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identify false positives and false negatives.

The results show that the model with the best results is the gradient boosted machines,
with evaluation metrics above 90%. However, the precision values were low, resulting in
a high percentage of false positives. Further analysis revealed that some of these false
positives became true positives in the following months, indicating that the model is an-
ticipating the death of some companies.

To improve the model and avoid false positives, it is necessary to conduct an exploratory
study of misclassified companies, especially regarding their economic and financial charac-
teristics. This can help explain the obtained results and refine the model for more precise
and reliable results. In summary, this classification/prediction model has great potential to
help anticipate the death of companies and enable more efficient management of business
resources.

Acknowledgements
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AI-based prediction and identification of errors in the
geographic location of buildings
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One of the challenges for on-site data collection is to assure an accurate location
of the buildings. During the last Census round Statistics Portugal the census
fieldworkers have been updating the building dataset, however we know prob-
lems exists with the geographic location they identified. To correct these errors
manually is a labour-intensive task, automatized methods can be a solution to
minimize this.

Keywords: errors forecasting, errors analysis, building contours, random forest algo-
rithm, artificial intelligence

This work presents a proposal for predicting and identifying errors in the geographic posi-
tion of buildings in the Geographical Building Base(BGE), which is the geographic location
component of different statistical units’ databases of Statics Portugal (SP) as the National
Dwellings Register (FNA) or National Base of Buildings (BNE).

From some of the BGE building we know the problems of the positional accuracy, we pre-
tend to contribute with a methodological exercise using Artificial Intelligence (AI) tech-
niques, that can predict which buildings are poorly positioned (off the roof), but also in
the future are able to identify the existence of new buildings based on Aerial Photography
(e.g., Orthophotomaps, Satellite Images, etc).

To proceed the development of this work, a test geographic area (north of Portugal) was
defined, where a set of buildings point (within Geographic Information System software’s)
were considered “Well located” and another set was classified as “Badly located”. The
buildings footprints available online, such as BING and the Open Street Map (OSM)
databases, were used to classify the building location.

The overlapping of the points of the buildings with the images (Orthophotomaps, 2018),
thus allowed to obtain images of the 4 Ortho bands (red, green, blue and infrared) from a
10-meter buffer around the point and enabled the conversion of these images into numerical
matrices.
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Figure 1: Example of numerical matrix for one building

Subsequently, a Machine Learning Model was applied using the generated matrices, as well
as other information that characterizes the buildings, such as the number of entrances,
number of floors, construction period, among others. The Random Forest algorithm was
applied to this set of information to generate error prediction models, using the R Software.
The model was subsequently evaluated with the ROC Curve method, obtaining an Area
Under the Curve of 0.97.

This result showed that the applied methodology proved to be robust for the purpose, with
technical and scientific room for improvement.
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More data sources, more information, more quality
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The increasing and intensive use of non-statistical data sources (administrative
and other) brings new and important challenges to Statistics Portugal and the
official statistics production processes. In the context of Statistics Portugal’s
strategic objective for the creation of the National Data Infrastructure, the
operating logic of the statistics production process in an integrated manner has
changed. Recent organizational rearrangements at Statistics Portugal facilitate
a change of the production chain towards a data-driven perspective. E-invoice
data can be considered as the proof of concept of this strategy; therefore, its
example is presented.

Keywords: national data infrastructure, administrative data, data integration

In the pursuit of the strategy of strengthening statistical production through the appropri-
ation of a wide range of administrative data, Statistics Portugal (SP) has developed in the
last years several initiatives, in which we highlight the strategic objective of the creation
of the National Data Infrastructure (IND), which main objective is to create a single point
of access to the various types of data and make it available to serve multiple purposes or
projects, either to produce official statistics by Statistics Portugal or for research purposes.
Statistics Portugal has made a significant investment in learning new skills, tools, and
techniques, to process and analyse (massive) sets of data, to be internally available to
produce statistics, in a very short period.

The adjustments made in the internal organization of the Institute, reinforcing the com-
petences of Methodology and Information Systems Department and the Management and
Data Collection Department in the data management and data analysis were an impor-
tant tool to the exploitation of new data sources. Following the strategy of intensive use
of administrative and other data, in March 2020, SP created a new organic unit, devoted
exclusively to the collection and analysis of administrative data.

Concerning the analysis and processing of the various types of data, a top-down logic is
put in place, in which processes such as the identification and treatment of outliers are
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carried out in a phased manner, starting the analysis at the activity (NACE) level. The
figure below represents the outlier treatment in the e-Invoice data:

Figure 1: Outliers treatment

The treatment of the e-invoice data was a very important experience, rapidly making avail-
able huge data sets already processed, transformed, and enriched proved to be an important
contribution to building and meeting IND’ objectives. The example of the e-invoice data
treatment played an important role in applying a set of procedures already used in tradi-
tional sources (as surveys) and to be followed for all the other administrative sources.
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Access to official statistical information for scientific
research purposes
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According to the Law on the National Statistical System (Law No. 22/2008),
individual statistical data on individuals and organizations for scientific pur-
poses can be provided in an anonymized form.
To comply with this regulation, the conditions and procedures required for ac-
cess by researchers to anonymized individual statistical data from the databases
held at Statistics Portugal, produced by Statistics Portugal and by the entities
with delegated powers, for scientific purposes, are presented.

Keywords: free and privileged access, accreditation of researchers, anonymized individual
statistical data, official statistics, public use files

The access to anonymized official microdata by researchers in Portugal is guaranteed by
Statistics Portugal (SP).

Statistics Portugal, aware of the fact that the academic community has special needs re-
garding statistical information, namely for the development of research work and for the
elaboration of Master and PhD theses, established a Protocol with the Portuguese Foun-
dation for Science and Technology (FCT) and the Directorate-General of Education and
Science Statistics (DGEEC), with the purpose of facilitating access by (accredited) re-
searchers to official statistical information needed to carry out their activity.

The protocol concerns researchers from universities and other legally recognized higher
education and research institutions. Researchers with proven affiliation in international
organisations such as: specialised agencies of the United Nations (International Labour
Organisation (ILO), Food and Agriculture Organisation (FAO), United Nation Educa-
tional, Scientific and Cultural Organisation (UNESCO), The World Bank Group and the
International Monetary Fund (IMF), and OECD, are also eligible for accreditation con-
cerning their expertise and reputation in quality scientific research.

Each researcher must sign a form and a Statement of Confidentiality Commitment. The
accreditation is valid during the declared length of the research project and only for the
data identified in the request. It requires signature of a Code of Conduct by the applicant
and the research institution of affiliation.
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Under the protocol three access modes are possible to be authorized, including provision
of fully anonymised data files and ready-made tables that allow no form of re-identification
of statistical units; and exceptionally, on-site access in a safe environment, allowing the
use of indirectly identifiable microdata under strictly controlled conditions (subject to a
previous additional assessment by SP and an external group of experts in the statistical
domain of the request).

PhD students have access under the same conditions as other researchers. Master’s stu-
dents need to fulfil an additional condition: the request and the statement of commitment
must be also signed by the supervisor.

Non-resident researchers can access statistical data under the same conditions as the Por-
tuguese ones in case they participate in a Foundation for Science and Technology Por-
tuguese training scholarship or in cooperation programmes in R&D with Portugal.
Access to this information is free of charge for duly accredited researchers. In addition, and
to meet the needs of other users, but also of researchers, to access more detailed information,
Statistics Portugal has prepared some files with information at the observation unit level -
the so-called Public Use Files (FUPs). These files (data and metadata) contain anonymised
records, treated and prepared in such a way that the observation unit cannot be identified
directly or indirectly, except when it is individual statistical data on Public Administration.
They are freely accessible and comply with the principle of statistical confidentiality and
protection of personal data.
This access implies prior acceptance of the conditions of use and is directly available for
download from the Statistics Portugal’s website (www.ine.pt).
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In Data Science, entities are usually described by vectors of single-valued mea-
surements. Symbolic Data Analysis can model more complex data structures
such as intervals and histograms that possess internal variability. In this work,
we propose an extension of multi-class Fisher Discriminant Analysis to the in-
terval scenario based on Mallows’ distance and Moore’s algebraic structure.
We illustrate this symbolic approach in the context of classification of a real
financial dataset with several classes.

Keywords: symbolic data analysis, interval-valued data, multi-class classification, sym-
bolic fisher discriminant analysis, mallows’ distance

Fisher Discriminant Analysis (FDA) is a method that uses data reduction to separate
classes of multivariate data. The goal is to find low-dimensional subspaces where the data
can be projected to make the distinction between classes more perceptible. Finding the
directions that best characterize these subspaces can be formulated as a maximization
problem of the ratio between a measure of the variability between classes and a measure
of the variability within classes [2].
FDA and most classification methods focus on the analysis of points in Rp, p ∈ N, as
it is the most common type of data available. We refer to it as Conventional Data. We
may, however, be interested in more complex data structures, such as lists, histograms,
or distributions, able to capture variation or explain phenomenons that conventional data
cannot. All of these types of data are examples of Symbolic Data and are the subject of
study of Symbolic Data Analysis. These structures may result from the aggregation of
conventional data according to the research interests or may exist in their own right. We
focus on interval-valued data, that is, objects whose measurements are intervals, uniquely
identified by their center and range (i.e., width). We refer to the intervals as macro-data
and to the underlying distribution of conventional data inside them as micro-data.
In this work, we propose an extension of the conventional Fisher Discriminant Analysis
based on the Mallows’ distance [1] and the Moore’s interval algebraic structure [3], where
the latter generalizes the usual definition of linear combination of vectors, and the former
depends on the quantile functions of the interval micro-data.
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By considering a model that links the macro-data with the underlying micro-data [4], we are
able to show that the squared Mallows’ distance between two intervals can be expressed
as the sum of the squares of the Euclidean distance between the intervals’ centers and
the weighted Euclidean distance between the intervals’ ranges. The contribution of the
ranges is weighted according to the micro-data distribution within the intervals, extending
previous work on this topic.
The Huygens theorem [1] allows for a decomposition of inertia based on the squared Mal-
lows’ distance that we adopt to generalize Fisher’s objective function to interval data. Sim-
ilarly to the conventional case, the directions of the projections can be found by solving a
maximization problem. This now requires measures of the between and within variabilities
from both the centers and ranges appearing in the summands of the squared Mallows’
distance.
We illustrate this symbolic approach with a financial example that consists in using different
stock price indicators, as a means to characterize a company and automatically classify
it in one of the considered industrial classes of primary business activity. Results suggest
the existence of differences among the classes, a conclusion that is not obvious from the
variations of the stock prices alone.

Acknowledgements This work was supported by Fundação para a Ciência e Tecnologia,
Portugal, through the projects UIDB/04621/2020, PTDC/EGE-ECO/30535/2017, and
UID/MAT/04459/2020.
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Missings can lead to bias and incorrect conclusions. On the complete dataset
from GENERATION XXI, initially with 5.39% missings, a simulation study
concerning the same percentage of missings was carried out, involving six im-
putation methods and a logistic regression model predicting childhood obesity.
The best-performing method (MICE with predictive mean matching) was then
applied to the original entire dataset.

Keywords: missings values, single imputation, mice, simulation, logistic regression

Missing values refer to the lack of information in the dataset resulting from a missing or
incorrect value for a particular variable in a specific observation. The existence of missing
values is one of the most inconvenient problems in data analysis; as it may introduce
bias and lead to incorrect conclusions, a thorough analysis should be conducted. This
study performs a simulation to compare the performance of six imputation methods in
logistic regression. The most appropriate methodology is then applied to the dataset
under analysis and a logistic regression model to predict obesity at age 13 was fitted to
the imputed dataset.

We used data from the cohort study GENERATION XXI - G21, including variables col-
lected at birth regarding the mother and the newborn. The initial dataset had 5.39% miss-
ings and its complete version comprises 3504 mothers and 17 variables. The comparison of
the performances of the six missing imputation methods applied (Mean/ Mode, Random,
Hot Deck, MICE with predictive mean matching (MICE-Pmm), MICE with linear models
(MICE-Lm), and MICE with random forests (MICE-Rf)) consisted of a simulation study,
carried out in the following way. Firstly, a subset (n=3504) of the complete cases of the
entire dataset (n=4637) was considered, and a logistic regression model predicting obesity
was performed. In this subset, a proportion of missing values equal to the proportion
of missing values in the initial dataset (5.39%) was randomly generated, giving rise to a
dataset with an MCAR mechanism. The process was repeated 150 times. For every new
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dataset with missing values, the six imputation methods were performed followed by the
logistic regression model predicting the outcome variable (obesity at age 13). For each
imputation method and generated dataset, the model’s coefficients, respective standard
errors, and corresponding p-values were retained. Since the simulation was repeated 150
times, there were 150 values for each parameter in each imputation method. The sample
percentile of each actual parameter value was then computed, in every model. To evaluate
the overall results, the mean and standard error of the percentiles are displayed in table 1,
including coefficients, p-values, and standard deviations.

Table 1: Mean (standard error) for the sample percentiles for each method.

MICE-Lm MICE-Pmm MICE-Rf Hot Deck Mean Random

Coefficients 0.47 (0.11) 0.49 (0.05) 0.52 (0.14) 0.49 (0.21) 0.51 (0.16) 0.55 (0.24)
P-Values 0.44 (0.16) 0.40 (0.15) 0.36 (0.19) 0.52 (0.18) 0.45 (0.19) 0.42 (0.21)

Standard Errors 0.02 (0.05) 0.02 (0.04) 0.04 (0.05) 0.92 (0.23) 0.33 (0.41) 0.73 (0.13)

The values presented in table 1 indicate that MICE-Pmm was the most consistent method
across the values of the coefficients since the mean was 0.49 and the values had a standard
error of 0.05; this means that all coefficients had a percentile value near 0.5 which is desired.
Although the other methods returned a mean close to 0.5, the standard errors were greater
suggesting that there were several coefficients in which the percentile was far from 0.5. The
percentile values for the P-values estimates were similar across all methods except for the
MICE-Rf in which mean values were further from 0.5. Therefore, the MICE-Pmm is the
best imputation model for the dataset under analysis. The values for the standard errors
are unsatisfactory for all the imputation models.
Multiple Imputation with Chained Equations (MICE) with predictive mean matching (for
continuous variables), binary logistic regression model (for binary variables), and multi-
nomial logistic regression model (for polytomous variables) was therefore applied to the
entire dataset, and a logistic regression model to predict obesity was carried out. Backward
elimination was used as the method for the selection of the variables in which the least
significant variable was removed from the model until all variables were significant. The
final model identified the mother’s age, years of education, marital status, smoking habits
during pregnancy, gestational weight, mother’s BMI, weight gain during pregnancy, and
the newborn’s weight and length as factors associated with obesity at age 13.
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European Union Horizon 2020 Research and Innovation Programme under Grant Agree-
ment 824989 (EUCAN-Connect) and 874583 (ATHLETE).

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

44
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This research nowcasts Portuguese unemployment rates, from 2019 to 2021, by
examining Google Trends daily and monthly series related to the labour market
and explores their prediction quality during the COVID-19 outbreak. The
results demonstrate the impressive prediction quality of GT daily indicators
and how the pandemic adversely influences the predictions.

Keywords: nowcasts, unemployment rate, google trends, covid-19

The unemployment rate is a crucial indicator of an economy’s health. However, delays in
monthly announcements of such official statistics are usual. In addition, worldwide events
such as the COVID-19 pandemic and the 2007-2008 global financial crisis prevented the
timely issue of labour health estimates. The delays hamper policymakers in evaluating
an economy’s present or recent past state, which challenges researchers to find relevant
predictors to accurately measure the current state of an economy.
The widespread availability of data generated from online activities, as well as the cost-
free and promptness, have enabled researchers to use these data to improve estimates [3],
anticipate announcements [3], complement traditional data sources [1], and gain insights
into macroeconomic indicators [2]. Specifically, search engine data is becoming increasingly
important for economic research and analysis, as it can supply insights into economic
trends, analyse markets and anticipate future economic activity. In this context, Google
Trends (GT) is a well-known search engine data source which provides readily available
time series at various frequencies, from hourly to monthly, based on the demand of users
of Google’s search engine.
Researchers have used GT data to track labour market changes and gain insight into the
impacts of different economic events. Furthermore, previous studies have demonstrated
that series from GT can effectively predict unemployment rates for countries such as the
USA, France, Spain, Italy, the UK, Turkey, Canada, the Czech Republic, Hungary, Poland,
Slovakia and Portugal.
Specific to the Portuguese case study, the National Statistical Office publicises monthly
unemployment rates delayed 60 days from the end of a reference month on average. Ac-
cordingly, this study nowcasts the Portuguese monthly unemployment rate from Jan-19 to
Nov-21 using GT daily and monthly series as predictors and reproduces the integration
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between official rate publication and GT data availability. The aims include generating
two sets of nowcasts, one based on lengthy daily frequency GT series predictors using
Mixed Data Sampling (MIDAS) regressions [4] and the other based on monthly GT series
as predictors via ARIMAX. The nowcast prediction accuracy is compared between each
set of nowcasts and against benchmarks based exclusively on historical values of the official
unemployment rate. Additionally, the accuracy is analysed for the whole prediction period
and divided into civil years (2019, 2020 and 2021), allowing the predictions assessment
under the coronavirus outbreak situation.
The results show that GT data supply relevant information for predicting the Portuguese
unemployment rate. Before the COVID-19 pandemic (2019), predictions were notably the
most accurate forecasts, followed by 2021 and 2020, when the pandemic peaked. Nowcasts
using GT daily data produced more precise predictions than GT monthly data and bench-
marks, indicating the capacity of this sampling frequency to extract sharper insights into
unemployment dynamics.
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Sound files containing wildlife sounds for identification have background noise.
One way to denoise the data is by using wavelets. We consider a discrete
wavelet transform (DWT), which approximates signals with a series of wavelets
at different scales. DWT are used to identify features of interest. We use
data from narwhal tags and seek to extract their vocalizations. We identified
around 20000 sounds and use a validation dataset of 19 minutes; we estimate
a sensitivity of 0.747. This suggests DWT can reliably clean sound data and
open doors for more advanced deep learning methods.

Keywords: DWT, denoise, narwhal, pattern identification, signal processing

For some species it is easier to study them by their vocalizations. A common tool to obtain
their vocalizations are animal borne tags with acoustic sensors. Manually detecting their
vocalizations can be extremely time consuming, hence, there is a need to find methods
that increase its efficiency.
One of the most common used methods to denoise signals is the discrete wavelet transform
(DWT). The DWT needs the “mother wavelet” (MW), which refers to the wavelet function
that is used to perform the wavelet transform. The choice of the MW affects the frequency
decomposition of the signal and the coefficients obtained. In this study we evaluate the
performance of 8 different MW (Figure 1).
The first level of the decomposition (LD) corresponds to the approximation coefficients
and contains the low-frequency components of the signal. The following LD are detail
coefficients, which contain the high-frequency components of the signal [1]. The length of
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Figure 1: Different MW used for this study.

the LD will be smaller than the original signal, and each LD corresponds to a different
frequency band [1]. We compare the results obtained by the different MW. The Gabor
wavelet with the third LD gave the best result based on the DWT results (Figure 2).

Figure 2: A- The results from the DWT. B- The comparison between the third LD and
the original signal. C- Scalogram for the third LD.

For the automatic detection we find the peaks in the clean signal, with certain charac-
teristics, like height, width and distance to the previous peak. To obtain a validation on
the results we manually analysed the first 60 seconds on each of the segments of the data
(around 20% of the data) and then compared to the results. We get a precision of 0.852, a
sensitivity of 0.747 and an F-1 score of 0.796. These results show that this is an easy and
clean way to denoise the sound, which then allows an easier identification of vocalizations.
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Summary features from time-indexed data have proved to be a promising ap-
proach in time series mining tasks, such as classification and clustering prob-
lems. For univariate time series, there are several sets of features available in
the literature. However, that is not the case for multivariate time series. In this
work, we propose a set of features for multivariate time series based on mul-
tilayer time series networks. The results indicate that these features capture
characteristics of multivariate time series data useful for mining tasks.

Keywords: multivariate, time series, multilayer network, topological features, clustering

Nowadays, mobile and sensing devices enable collecting data over time with multiple vari-
ables, creating multivariate time series (MTS) datasets. Traditional univariate time series
(UTS) analysis tools can be extended to multivariate settings, but the presence of serial
and cross-dependence pose additional challenges. Therefore, new and improved approaches
are needed for effective analysis of MTS.
Summary features (or statistics) have proved to be an important task in time series ap-
plications such as classification, clustering and forecasting [1]. Traditional methods for
computing such statistics on UTS data involve conventional statistical and non-linear mea-
sures of time series analysis which are often complex calculations and can be impractical
for certain datasets. For MTS, the available features are limited. Common approaches in-
volve measuring correlation and causality between time series variables or extending UTS
statistics to each variable. The latter involves concatenating feature vectors of each time
series into a unique vector or calculate the correlation between features. However, this
approach fails to capture cross-dependence in the MTS data.
Network science studies connections and relationships in a system using graph theory and
topological features and has potentiated the emergence of mapping methods that transform
and represent time series as graphs that model the dependencies between the data [3].
Multilayer networks are complex and high-level graphs that model multidimensional data
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while preserving important properties [2]. These networks include intra-layer connections
within the same graph (dimension) and inter-layer connections between different graphs
(dimensions). Network science offers a wide range of topological features for characterizing
single-layer networks, which can be extended and adapted to multilayer networks.
Motivated by the above, this work proposes novel MTS features based on a new mapping
method that transforms the MTS into a multilayer network. This network is called the
multilayer horizontal visibility graph (MHVG) and is based on a new visibility concept,
cross-horizontal visibility. MHVG represents both serial and cross dependencies of the
MTS through intra-layer and inter-layer edges [4]. From the MHVG we can extract a
diverse set of features (at different level dimensions), namely, intra-, inter- and all-layer
features and relational features, that result in a new set of MTS features.
This study aims to evaluate the effectiveness of MTS network features for clustering syn-
thetic datasets generated from well-established MTS models. The topological features
considered are based on average degree, average path length, number of communities,
modularity, a new feature called average ratio degree, and Jensen-Shannon divergence. To
this end, 100 samples of size T = 10000 from six bivariate models (white noise, VAR,
GARCH models), in a total of 600 bivariate time series, are generated. These time series
are then mapped into MHVG using horizontal and cross-horizontal visibility methods and
topological features are extracted from the resulting MHVGs.
The results indicate that the features extracted from MHVG, which use both intra-layer
and inter-layer edges between lagged nodes, preserve information about the MTS data
(serial and cross-dependencies) achieving better accuracy when compared to conventional
time series features. Different features of MHVGs capture different properties of the time
series showing that these features are useful to MTS mining problems, such as clustering.
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The aim of this presentation is to illustrate statistical modelling applied to
temporomandibular disorders (TMD). The multifactorial aetiology and patho-
genesis of TMD, its complexity and consequently its correct diagnosis are chal-
lenges in the medical field. Statistics can make an additional contribution to its
better understanding. A diversified range of statistical approaches will be used
based on the records present in the EUROTMJ database, considering patients
diagnosed with TMD in the last three years.

Keywords: temporomandibular disorders, diagnosis, logistic regression, statistical mod-
elling

Temporomandibular disorders (TMD) are a set of musculoskeletal and neuromuscular dis-
orders that involve the temporomandibular joint, the masticatory muscles and all associ-
ated structures. Aetiologically, TMD are associated with various risk factors that, indi-
vidually or together, contribute to triggering the development of the disease. Anatomical,
pathophysiological, psychosocial, hormonal, traumatic and gender-related aspects are iden-
tified as risk factors. The most frequent symptom of TMD is orofacial pain that affects a
large part of the population. Other symptoms are also frequently reported: sounds in the
joint, limitation in opening the mouth, masticatory and cervical muscle tension, headaches,
otalgia, ear fullness, tinnitus and vertigo. The origin of TMD symptoms may be related
to muscular or intra-articular changes, or both.

Epidemiologically, it is not easy to estimate the prevalence of TMD due to the under-
diagnosis performed by several health professionals. Due to its multifactorial aetiology
and pathogenesis, it serves as motivation for the application of statistical modelling, jus-
tifying the topic of the present communication. To this extent, a 3-year prospective study
was designed with patients diagnosed with TMD from 2019 to 2022 at the Instituto Por-
tuguês da Face. Clinical data, registered in the EUROTMJ database, was considered for
its implementation.
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The initial statistical approach analyzed the prevalence of clinical signs and symptoms
of TMD and their association with sociodemographic characteristics, risk factors, comor-
bidities, most frequent complaints and parafunctional habits. Given the nature of some of
these variables, measured on a nominal/ordinal scale, the contingency tables were used,
namely to perform independence tests and association measures. On the other hand, when
variables measured on an interval/ratio scale are considered, Pearson’s parametric correla-
tion coefficient was used or, alternatively, Spearman’s non-parametric coefficient. Another
relevant aspect concerns the distribution of different variables according to their TMD
classification, which requires the use of the parametric ANOVA test or the non-parametric
Kruskal Wallis test and, if necessary, the post hoc tests.

Subsequently, a relevant question for clinical practice and statistics will be to what ex-
tent the adoption of self-report questionnaires (e.g. Fonseca Anamnestic Index-FAI and
Visual Analog Scale-VAS) can contribute to a correct classification of the TMD diagnosis.
Definitive TMD diagnosis is made through clinical and imaging analysis, namely through
computed tomography, magnetic resonance imaging or minimally invasive methods. We
know that these procedures are expensive and time-consuming when compared to self-
report questionnaires that are easy to answer, quick and inexpensive. However, it is not
known to what extent the identification of certain patterns in these questionnaires to-
gether with other characteristics of the patients can contribute to a correct diagnosis of
TMD. Therefore, we used Generalized Linear Models with logit link function, specifically
the Multinomial and Ordinal Logistic Regression models, given the nature of the TMD
response variable. The subdivision of the sample to determine the training model (adjust-
ment) and the test model (validation and prediction), the use of discriminant measures
and measures of quality of adjustment, as well as the selection of the covariates (manual
vs. automatic choice) to be included in the final model, are important when combined with
the remaining assumptions (absence of complete separation, absence of multicollinearity,
proportional hazards, independence of irrelevant alternatives, etc.). The methodology now
implemented is very well portrayed in the Frank Harrell’s book [1]. The level of accuracy of
the previous model(s) dictates the pertinence of using this type of scales obtained through
self-report questionnaires or by seeking other alternatives.
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Some adverse effects of exposure to particulate matter in an occupational con-
text are already known, such as infectious allergies and respiratory symptoms.
The aim of this study was to propose a methodology based on Statistical Pro-
cess Control for monitoring particulate matter in occupational environments.
Data are mass concentration of five particles (PM0.5, PM1.0, PM2.5, PM5.0
and PM10.0) corresponding to different impacts on workers’ health. To moni-
tor the concentration of particles, parametric and nonparametric multivariate
statistical quality control charts were adopted to cover different data charac-
teristics.

Keywords: multivariate control charts, Hotelling’s T 2, principal components, bootstrap,
occupational exposure

Due to adverse health effects it’s important to ensure a monitoring system of concen-
tration of particles in occupational environments [3], in support of the implementation of
corrective and preventive measures, individual or collective. A methodology for monitoring
concentration of this particles through a multivariate approach is proposed.
Classical control systems using Shewhart charts are often difficult to manage in real time.
Moreover, the use of univariate control charts on measurements taken simultaneously for
variables possibly correlated, can distorts type I error and wrongly estimate the probability
of being within control limits. This distortion of the control procedure increases with the
number of variables to be controlled. Two case studies, each in specific working conditions
were analysed, taking mass concentration of particles of five diameters (PM0.5, PM1,
PM2.5, PM5 and PM10) in µg/m3. On a data-driven basis parametric and nonparametric
approaches were selected.
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Case study 1 is located in an animal feed production industry, variables under study
are approximately multivariate normally distributed. Multivariate charts are used based
on Hotelling’s T 2 supplemented with Shewhart charts, assuming that the p-correlated
variables are derived from measurements performed simultaneously and follow a multi-
variate normal distribution. For unknown parameters the test statistic becomes T 2 =

n(X−X)
′
S−1(X−X). The Hotelling’s chart shows two distinct phases of the review pro-

cess. The first stage is used for establishing the control, often referred to as a retrospective

process stage, where it evaluates its stability and calculates the values X and S. The
second stage has the function of monitoring the stability of the process. Upper (UCL) and
lower (LCL) control limits for each stage are derived. The natural procedure would be to
run multiple comparison tests to identify out-of-control particles. The goal was to propose
a simpler method, reducing the number of variables to analyse. A principal component
analysis was applied to reduce dimensionality and univariate control charts were calculated
on each component scores. When a chart indicates out of control, the component loadings
where considered to identify the particles with greater contribution to that state.
Case study 2 occurs in a horse stable environment, multivariate normal distribution can
not be assumed. Three nonparametric types of control charts were proposed in [2]. The
main idea was to reduce each multivariate measure to the univariate index, that is, its
relative center-exterior classification induced by a depth of data. This approach is com-
pletely nonparametric. The new r, Q, and S charts can be considered as data-depth-based
multivariate generalizations of the univariate X, x̄, and CUSUM charts respectively. The
author also shows how bootstrap can be applied in statistical quality control to obtain valid
control charts for stationary weakly dependent data, as well as for iid data that are not nor-
mally distributed. They are easily applicable because they are completely nonparametric
and were implemented in the R package qcr for Statistical Quality Control [1].
In both case studies it was found that the process was out of control in specific workplaces.
It is important to ensure a monitoring system of particles with adverse health effects in
these specific occupational environments, to support decisions on protection measures.
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Patients’ uninformed absenteeism can have negative consequences for both pa-
tients and healthcare providers. By understanding the reasons behind missed
appointments, healthcare systems can develop strategies to reduce the rate of
absenteeism mitigating its harmful impact and improving patient outcomes.
Statistical and machine learning approaches have been successfully applied to
predict patients’ uninformed absenteeism in healthcare settings. This study
exemplifies the application of models in that context, namely: Logistic Regres-
sion, K-Nearest Neighbour, Random Forest and Gaussian Näıve Bayes. For
that, real data on the speciality of Physical Medicine and Rehabilitation is
analysed.

Keywords: patients’ absenteeism, logistic regression,k-nearest neighbour, random forest,
gaussian näıve bayes

Uninformed absenteeism occurs when a patient misses an appointment without notifying
the healthcare provider in advance. It is proven that it can lead to several problems,
both for the patient and for the healthcare provider, resulting in the seeming wastage of
resources, both material and human [1, 2]. One way to mitigate the harmful impact of the
patient’s no-show is to predict the patient’s behaviour.
To demonstrate the potential of statistical and machine learning methods in predicting
patient absenteeism, we compare the performance of the Logistic Regression, K-Nearest
Neighbour, Random Forest and Gaussian Näıve Bayes algorithms, using data from a hos-
pital located in the north of Portugal. The choice of the mentioned methods is justified by
the fact that we are dealing with a binary outcome (show versus no-show).
The collected data consists of information regarding 2001 patients and 61.522 appoint-
ments of the Physical Medicine and Rehabilitation specialty between 3rd November 2018
and 15th March 2020. Alongside the dependent binary variable with the value 0 if the
patients did not attend the appointment and 1 otherwise, the following variables were con-
sidered: Gender, Age, Marital Status, the month of the scheduled appointment, weekday
of the scheduled appointment, waiting time between appointment creation and its date,
number of prior no-shows, the distance between residence and hospital, mean temperature
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Table 1: Precision, recall, f1-score, accuracy and ROC AUC of each model.

Logistic Regression K Nearest Neighbourd

precision recall f1-score accuracy precision recall f1-score accuracy

Train 0.568 0.629 0.597 0.576 0.747 0.729 0.738 0.741
Test 0.565 0.629 0.596 0.573 0.692 0.621 0.658 0.631
ROC AUC 0.663 0.568

Random Forest Gaussian Naive Bayes

Train 1.0 1.0 1.0 1.0 0.555 0.386 0.455 0.538
Test 0.702 0.861 0.774 0.748 0.564 0.392 0.462 0.544
ROC AUC 0.709 0.542

and season (winter, summer, spring and autumn). Since the data has class imbalance (ap-
proximately only 28.8% of patients did not attend the appointment), there was the need to
balance the data using SMOTE (Synthetic Minority Oversampling Technique) to optimize
the results by over-sampling the minority class with synthetic data. The data was divided
into 80% for training and 20% for testing and the four models were trained using a set
of default parameter settings. The performance of the models was validated using 5-fold
cross-validation and a set of performance metrics were analyzed, including accuracy, pre-
cision, recall and f1-score. Additionally, the Area Under The Curve of Receiver Operating
Characteristics (AUC ROC) was calculated for each model. Table 1 presents a detailed
overview of these metrics.
From the results presented in Table 1, we can detect overfitting for both Random Forest
and K-Nearest Neighbour, since the models had a significantly better performance on the
training set than on the test set. Therefore, in this case, the choice should fall on the
Logistic Regression model since it presents higher values in the values of precision, recall,
f1-score and accuracy, compared to Gaussian Näıve Bayes algorithm. For this model, the
AUC ROC obtained was 0,663. From the results from the Logistic Regression, we can
detect that female patients, and younger patients present a higher chance of a no-show.
Appointments scheduled in the summer season or in August and September month present
a higher risk of no-show, as days with higher mean temperatures. Also, a higher number
of prior no-shows and higher waiting times are related to a higher risk of absenteeism.
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Using effective quantifiers to assess new drug efficacy in phase 3 clinical trials is
essential. In Systemic Lupus Erythematosus (SLE) clinical trials, the currently
used primary endpoint measures are believed to have poor discriminatory ca-
pacity to differentiate responders from non-responders. A total of 1684 SLE
patients were included in this investigation based on a post-hoc analysis of the
combined BLISS-52 and -76 trials study population. This study gives evidence
that the new definitions of SLE-DAS remission and low disease activity have
discriminatory ability to identify patients receiving active drug from placebo
and is associated with positive impact in patients quality of life.

Keywords: statistical inference, SLE-DAS, clinical trials

Systemic Lupus Erythematosus (SLE) is a prototypic autoimmune disease with various
clinical and serological manifestations. The presentation of the disease and its course over
time is highly variable both within and between individuals. SLE disease activity can
be classified into different categories based on the severity of the clinical manifestations.
Remission and low disease activity refer to states in which disease activity is controlled or
acceptable, respectively.
The Systemic Lupus Erythematosus Disease Activity Score (SLE-DAS) is a composite score
that incorporates multiple domains of disease activity. This score was derived by Jesus
et al., 2019 [2] to create a comprehensive tool with high sensitivity in detecting clinically
significant changes in disease activity. It is implemented in a user-friendly online calcu-
lator and has been validated in numerous studies. Through multicenter studies, accurate
definitions of SLE-DAS low disease activity (SLE-DAS LDA) and SLE-DAS remission are
attached [1].
In this study, a total of 1684 SLE patients (merged study population in the BLISS-52
and -76 trials (NCT00424476; NCT00410384)) were included: 562 on placebo, 559 on
belimumab 1mg/Kg and 563 on belimumab 10mg/Kg. Significantly more patients attained
SLE-DAS LDA on belimumab 1mg/Kg and 10mg/Kg as compared with placebo, at week
52 (13.0% vs. 17.9%, OR=1.459, p=0.023, and 13.0% vs. 21.7%, OR=1.853, p < 0.001,
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respectively). Additionally, more patients on belimumab 10mg/Kg achieved SLE-DAS
remission as compared to placebo (10.1% vs. 14.7%, OR= 1.532, p = 0.019).
The individual’s perceived physical and mental health (health-related quality of life -
HRQoL) and fatigue at the time was assessed using the 36-Item Short Form Survey (SF-36)
and Functional Assessment of Chronic Illness Therapy fatigue scale (FACIT-F), respec-
tively. Comparing SF-36 and the FACIT-F scores between patients achieving SLE-DAS
remission vs. non-remission and SLE-DAS LDA vs. non-LDA, we observe that patients
attaining SLE-DAS remission and SLE-DAS LDA presented better scores at week 52 (all
p < 0.001) (Figure 1).

Figure 1: Mean SF-36 domain and summary scores, (∗p < 0.001).

In conclusion, the SLE-DAS remission and LDA states are attainable treatment targets
and have discriminant validity for identifying patients receiving active drug from placebo in
clinical trials. The attainment of these SLE-DAS states is associated with positive impact
in patient’s quality of life.
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Designing experiments for use in agriculture: the
example of large field trials for grapevine selection
Elsa Gonçalves1, Antero Martins1
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In initial phases of plant breeding, experiments with a large number of geno-
types are evaluated; therefore, large field trials are required. The efficiency
of the experimental designs of those field trials depends on the randomization
process used to control environmental variation and the number of replicates.
This work is focused on the importance of the number of replicates in large
grapevine field trials for grapevine selection designed according to resolvable
row-column designs.

Keywords: resolvable row-column design, linear mixed model, experimental designs,
number of replicates, grapevine selection

To evaluate the most important economic traits, which are quantitative traits, well-designed
experiments, which rely on the well-known principles of randomization, replication, and
blocking, are needed. Randomization ensures that all experimental units are equally likely
to receive any genotype, minimizing systematic errors or bias induced by the experimenter.
Replication enables estimation of experimental error variance, and the precision of esti-
mates increases with the number of replications. Finally, blocking controls the different
sources of natural variation among experimental units and, when applied appropriately,
controls field variation and helps to reduce background noise. These principles are strictly
followed in agronomic experiments.
The efficiency of the experimental designs of large field trials depends on the randomization
process used to control environmental variation. Blocking plays a key role in controlling
spatial variability, water regimes, and farming operations. The need to control all these
sources of variation led to establishing a two-dimensional layout of field trials, which have
a strong tradition in agricultural experiments. Row-column designs [1] impose incomplete
blocks in both row and column directions. Generating efficient row-column designs is a
very important topic in experimental design research [2]. The overall objective is opti-
mizing neighbour balance, ensuring that the number of pairwise adjacencies is as equal as
possible across pairs of treatments over the field layout.
In the context of grapevine field trials for quantifying intravarietal variability and perform-
ing polyclonal selection (selection of a superior group of genotypes), simulation studies re-
vealed that row-column designs are the most efficient when many genotypes are used and
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the number of plots per incomplete block is greater than or equal to 10 [3]. Additionally,
with real field data of yield, the importance of resolvable row-column designs to improve
the control of spatial variation and background noise and the efficiency of grapevine selec-
tion was also proved [4].
Another factor in the success of an experiment is the number of replications. As is well
known, the number of replicates is essential to allow a valid estimation of the error vari-
ance and to reduce its estimate. The methodological study presented in this work aims
to demonstrate the importance of the number of replicates in the accuracy and precision
of quantification of intra-varietal variability and genetic selection in grapevine. For this
purpose, an exhaustive study comprising real yield data of several years from field trials
of several autochthonous Portuguese grapevine varieties, designed according to resolvable
row-column designs with 6 replicates, were considered.
Linear mixed model including genotypic and all design effects were fitted. For covariance
parameters estimation, the residual maximum likelihood (REML) estimation method was
used. Using as reference row-column designs with 6 repetitions, the relative bias and the
relative mean square error associated with the estimates of the coefficient of genotypic
variation and broad sense heritability for resolvable row-column designs with 5, 4, 3, and 2
repetitions were obtained to evaluate the accuracy and the precision of the quantification
of the intra-varietal variability and selection.
The number of resolvable replicates of the field trial proved to be very important for
efficient quantification of the intra-varietal genetic variability and selection in grapevine
varieties. According to the results obtained, this last goal implies establishing resolvable
row-column designs with no less than 4 replicates.
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Bootstrap confidence intervals for association

measures in sparse contingency tables
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When there is a small sample or lack of entries in a contingency table, Pearson’s
statistic may not be approximated by the chi-square distribution, conditioning
inference about the association between the two nominal variables through
Cramér’s V . In this case, non-parametric bootstrap methods can be used.
Based in a simulation study, we compared the coverage probabilities of various
bootstrap confidence interval methods, namely, basic, percentile, BCa, and
bootstrap-t, for V and an alternative association W . The methodology was
illustrated with a real and small data set.

Keywords: chi-square, Cramér’s V , bootstrap, confidence intervals, coverage probability

Contingency tables that have very small or no cell counts are said to be sparse, and provide
both theoretical and computational challenges. This sparseness can happen either due to
a small sample, or due to a large sample along with a relatively larger number of cells.
The chi-square approximation tends to be poor for sparse tables containing both small and
moderately large expected cell frequencies [1], conditioning inference about the association
between two nominal categorical variables through Cramér’s V association measure.
This work proposes to compare the performance of bootstrap confidence intervals for V -
the statistic of interest - when a non-parametric approach is used. Besides that, since V
suffers from some important limitations [3], bootstrap confidence intervals for a distance-
based measure W , proposed in [3] as alternative association measure to V , will be also
studied.
Bootstrap is a re-sample technique. In case of non-parametric bootstrap, no assumptions
are made concerning the model distribution of data [2]. Let n be the number of observations
of a sample Y . The general algorithm for a non-parametric bootstrap is the following [2]:
1. sample n observations randomly with replacement from Y to obtain a bootstrap sample
Y ∗; 2. calculate the bootstrap version of the statistic of interest (in our case: V and W );
3. repeat steps 1 and 2 a large number of times.
Confidence intervals for the association measures V andW were calculated using bootstrap
samples, through both pivotal methods - basic and bootstrap-t - and non-pivotal methods
- percentile and bias corrected accelerated (BCa).
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In order to study the performance of these four bootstrap methods, a simulation study
was carried out. Contingency tables were generated considering different marginal dis-
tributions. Coverage probabilities provided by these four bootstrap confidence intervals
methods, for several values of V and W , were calculated and compared.
Then, this methodology was applied to a small data set, collected from an online survey,
applied to Mathematics students from a public university in Portugal, regarding their
perception on the learning process in an on-line environment.
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Companies have become increasingly aware of social responsibility due to ad-
vances in globalization and the increase in business competitiveness. By re-
thinking their behaviors and conducts, give rise to different market positioning,
translating into specific investments capable of conditioning labor relations.
The purpose of this work is to study the relationship between policies and
practices of internal social responsibility in the logistics department of Jerón-
imo Martins Group and their association with the work culture and innovative
behavior. The results show that there is a strong correlation between internal
social responsibility, highlighting corporate policies and organizational justice
and the work culture.

Keywords: internal social responsibility, work culture, innovative behavior, correlation

Social responsibility and innovative behavior are interrelated concepts in the corporate
world. Companies that prioritize social responsibility tend to exhibit more innovative
behavior because they are motivated to make a positive impact on the world. Social
responsibility initiatives often require companies to think creatively and outside the box
to address social and environmental issues, which can lead to the development of new and
innovative products, services, and processes. Innovative companies are also more likely to
be socially responsible because they understand the importance of sustainability and the
role they play in creating a better future for all stakeholders. This way, otfen results in cost
savings and improvement of company’s reputation, leading to increased consumer loyalty
and brand recognition.
A survey was prepared, based on Turker work [2], related to the measurement of Corporate
Social Responsability, and applied to the logistics department of Jerónimo Martins group.
The survey was developed with the aim of perceiving how Internal Social Responsibility
(ISR) interferes, positively or negatively, in the work culture (WC) and Innovative Behavior
(IB). Additionally, this work intended to understand the influence of ISR on business
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Figure 1: Conceptual model of the research

policies (BP), organizational justice (OJ), training and reconciliation of professional and
personal life (PPL) and complementary benefits (CB), as the conpetual model describes
(Figure 1).
For each dimension of the study, a set of items was selected, inquiring the level of agree-
ment (on a 5-point Likert scale, where 1 represents strongly disagree and 5 strongly agree)
of a set of setences. The detailed survey is provided in [1]. The Cronbach’s alpha val-
ues were calculated, and they are all above of 0.888. Synthetic indices were produced
for each dimension, using the average values of the respondent’s responses. Both, inter-
item correlations and inter-item composite-scale correlations, are higher than 0.3 and 0.5,
respectively.
In Table 1, only the synthetic indices of each dimension are presented. It is possible to
observe that the level of agreement with politics of social responsability of the company is
positive, with values above the neutral point 3.

Table 1: Descriptive statistics for synthetic indices
Dimension BP OJ PPL CB WC IB
Mean 3.677 3.212 3.660 3.759 3.311 3.606
ST. Dev. 0.662 0.934 0.638 0.608 0.849 0.585

Spearman’s correlation was calculated for each dimension of internal social responsibility,
relative to work culture and innovative behavior (Table 2). The values obtained show that
there are significative correlations between the internal social responsability dimensions
and the work culture and innovative behavior.

Table 2: Spearman’s correlation (** p− value < 0.01)
Dimension BP OJ PPL CB
WC 0.725** 0.813** 0.556** 0.412**
IB 0.480** 0.464** 0.421** 0.395**
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Within the scope of the TO CHAIR project, a state-space modeling approach is
proposed to improve accuracy of forecasts obtained from the weatherstack.com
website with a dataset of real environmental observations. The proposed method-
ology establishes a stochastic linear relationship between the observed environ-
mental data and the h-step-ahead forecast brained from the website. This
relation is modeled on a state space framework associated to the Kalman filter
predictors. The proposed model linearly and stochastically relates the forecasts
from the website (as a covariate) to the observations recorded at the study site.

Keywords: short-term forecasting, state-space models, Kalman filter, data assimilation,
environmental time series

State space models have in their structure a latent process, the state, which is not observed,
Harvey [2]. The Kalman filter is typically used to estimate it, as it is a recursive algorithm
that, at each time, computes the optimal estimator, in the sense that it has the minimum
mean squared error of the state when the model is fully specified, and the one-step-ahead
predictions by updating and improving the predictions of the state vector in real time
when new observations are available. This algorithm is applied in various areas of study
(Gonçalves [1]).
This work aims to both establish a statistical modeling approach based on environmental
variables and in state-space modeling and improve the forecasts obtained from an easily
accessible online website, for different time horizons from 1 to 6 days.
This approach is developed for a case study — the maximum air temperature — in order to
improve the accuracy of the forecasts obtained from the website https://weatherstack.com/.
Improving the website’s forecasts by combining accurate data from a portable station to
minimize the forecasts’ quality allows obtaining more accurate data that will serve as inputs
to other mathematical models. In particular, corrected forecasts will be considered in the
optimization models to better manage water availability for irrigation within the paradigm
of sustainability, as advocated in the TO CHAIR project.
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This approach aims to establish a model that can predict and calibrate or correct in real
time the predictions obtained from the website. It is intended that a dynamic model
(Petris [4]) calibrates the forecasts that are assumed to have a forecast error increased by
the interpolation error of the website by incorporating the values observed at the study
site via a portable weather station.
The framework proposed in this work can be seen as a method of Data Assimilation (DA),
since the proposed approach combines forecasts across time and from different sources.
DA is in general a sequential time-stepping procedure, in which forecasts from a source are
compared with newly received observations to produce optimal forecasts.
The specification of the state-space model is performed using the maximum likelihood
method under the assumption of normality of errors, where empirical confidence intervals
are presented. In addition, this work also presents a treatment of outliers based on the
ratios between the observed maximum temperature and the website’s forecasts.
Overall, the proposed model significantly reduced the RMSE, MAE, and the MAPE, both
in-sample and out-of-sample, compared to the website’s initial forecasts, where it was
observed that these forecasts underestimated, on average, the observed maximum tem-
perature by about 13–14 %. Also, improved forecasts will lead to improved use of water
resources, namely by planning irrigation more efficiently (Pereira [3]).
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Stationary and non-stationary state-space models in

the presence of outliers: a simulation study
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There are several challenges when it comes to time series forecasting. Modeling
non-stationary data can be a difficult task. In this work we propose a model
with a state-space representation that can handle non-stationary data. The
presence of outliers can impair parameter estimation and forecasting. Thus,
this paper presents a simulation study to compare several methods of detecting
and treating outliers in stationary and non-stationary time series with clean
and contaminated data.

Keywords: state-space models, outliers, non-stationary time series, imputation, Kalman
filter

Forecasting time series can be a challenging task. The presence of structural changes in the
data can hinder model specification and thus impact the forecasts and inferential results
[1].
Non-stationary time series are common in many areas of study, and therefore the choice
of a forecasting model is limited, since most of the time series forecasting methods are
not suitable for non-stationary series, and a data transformation is then required. One of
the models that can deal with non-stationary time series is the state-space model, which,
associated with the Kalman filter, is a powerful tool for forecasting, and is effective from
a stochastic point of view.
Another common problem in time series analysis is the presence of outliers [3]. The presence
of outliers can lead to misspecified models, large residuals, biased parameter estimation,
and inaccurate forecasts. Therefore, detection and treatment of outliers play a key role
in time series analysis and modeling. However, this task may not be so trivial, since an
outlier may not necessarily be an extreme point and may only be a marginal point.
The objective of this paper is to compare, through a simulation study, several methods of
detention and treatment of outliers in stationary and non-stationary time series with clean
and contaminated data.
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In this work, we considered the univariate stationary state-space model given by

Yt = βt + et, (1)

βt = ϕβt−1 + εt (2)

with t = 1, . . . , n, where Yt is the observed variable, et is the observation error that is inde-
pendent and identically distributed with Gaussian distribution of zero mean and variance
σ2
e , i.e. et ∼ N(0, σ2

e) and E(et, e
′
s) = 0, for all, t ̸= s; εt is the state error that is inde-

pendent and identically distributed with Gaussian distribution of zero mean and variance
σ2
ε , i.e. εt ∼ N(0, σ2

ε) and E(εt, ε
′
s) = 0, for all, t ̸= s, and et and εt are uncorrelated.

For the stationary scenario, we simulate time series generated by the model defined by
equations (1)-(2), with a range of values for autoregressive parameter ϕ = (0.25, 0.50, 0.90),
where 1,000 replicates with valid estimates were considered, i.e., estimates within the
parameter space: −1 < ϕ < 1, σε > 0, and σe > 0. For the non-stationary scenario,
we simulate time series generated by the local level model, which is a particular case of
the model defined by equations (1)-(2), where ϕ = 1. For each parameter combination,
1,000 replicates with valid estimates were considered, i.e., estimates within the parameter
space: −1 < ϕ < 1, σε > 0, and σe > 0. For both stationary and non-stationary cases,
we simulate time series of sample sizes of n = (50, 200, 500) with a range of values for σ2

ε

and σ2
e (0.05, 0.10, 1.00). To compare the methods of detection and treatment of outliers,

in each case for stationary and non-stationary time series, we also consider both clean
and contaminated data, i.e., et ∼ N(0, σ2

e); εt ∼ N(0, σ2
ε) and et ∼ (1 − p)N(0, σ2

e) +
pN(10σe, σ

2
e); εt ∼ N(0, σ2

ε), where p = 0.05 [2].
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The Kalman filter can be applied in the most diverse areas of knowledge, e.g.
medicine, agriculture, social sciences, computing, etc. The Kalman filter is a
recursive tool that can be used under the aim of Navigation and Integration
Systems. We make a brief approach to the derivation of a Kalman filter splitting
the work into two parts. By first, a Kalman filter is used to simulate different
situations analyzing the ”response” of the filter considering distinct cases for
distinct states of the shop motor; at second, a specific Kalman filter is built to
filter the fuel consumption data collected directly from the on-board records of
a ship from Portuguese Republic.

Keywords: Kalman filter, fuel consumption modeling, computational algorithms

In 1960, the engineer Rudolf Kalman published the article [3] in which he presented a new
method of linear filtration. This method uses measurements of independent variables and
the associated noise to filter the system signal and predict its next state through the use of
statistical techniques. This new method introduced by Kalman in early sixty decade came
to be known as Kalman Filter (KF) and had its first use aboard the spacecraft navigation
computers of the APOLLO project. The KF is one of the most applied methods for tracking
and estimation due to its simplicity, optimality, tractability and robustness [2].
Accordingly with the authors of [1], the KF can be seen as a sequential minimum mean
square error (MMSE) estimator of a signal with noise. This signal is described by a state
(or dynamical) model. When the errors are Gaussian distributed, the KF conduces to an
optimal MMSE estimator; if the errors are not Gaussian distributed, the estimator still is
a linear MMSE estimator. In [4] is illustrated in a simple way the basic concepts of FK.
This work presents a brief approach to the derivation of a KF when the input is a scalar
quantity. It was considered a KF to estimate a first order system. Several simulations were
carried out with these models and the results of applying the filter in different situations
were analyzed. It ended with the analysis of a KF model, built specifically to filter NRP
Douro consumption data. The approach that was made in this work considered only the
discrete KF, once, in practice, observations and controls were carried out in discrete case.
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The KF was used in the form of a linear system to obtain the best estimate of the state
vector conditional to past observations. The estimate was calculated using the reconstruc-
tion of the state vector using the previous state vector estimate, the known inputs and
measured outputs. The observed consumption value was registered hourly in NRP Douro,
with AV3 machine regime, using an one-dimensional KF considering white random noise
in the measure equation. In figure (1) we can find the observed and estimated consump-
tion. It was possible to verify that the applied KF was effective and conduced to a good
measures of estimation and prevision.

Figure 1: Consumption (Litre/hour) versus Time (hour). AV3 machine regime. Consump-
tion estimate (blue), consumption observation (red), real consumption (green)). Measure
error variance Q = 0.5.
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In this work the problem of modelling time series of counts under censoring
is approached from a Bayesian perspective based on the Gibbs sampler with
data augmentation (GDA) and multiple sampling. The methodology is applied
to synthetic and real data and the results indicate that the the estimates are
consistent and present less bias than those obtained when the censoring is
neglected.

Keywords: Bayesian estimation, censored count series, Gibbs sampler with data aug-
mentation, Poisson INAR(1) model

Time series data may present irregularities such as missing values and detection limits.
Common examples can be found in survey questionnaires when the highest category is x
or more counts or when measuring devices are not able to detect above and/or below a
certain detection point or threshold. This kind of data is said to be (Type I) censored
data. Censoring is a characteristic of the data gathering procedure, frequently found in
several fields including environmental science, epidemiology, business and social sciences.
Disregarding censoring lead to inference problems such as biased parameter estimation and
poor forecasts.
The case of independent censored data and of Gaussian ARMA models under censoring
have been studied in the literature. In this work, the analysis of time series of counts un-
der censoring through Poisson first-order integer-valued autoregressive (PoINAR) models
[2] is considered in the Bayesian framework. Hence, a modified Gibbs sampler with Data
Augmentation (GDA) [1] in which the data augmentation is carried out by multiple sam-
pling of the latent variables [3] from the truncated conditional distributions (GDA-MMS)
is adopted.
Figure 1 shows a synthetic dataset with n = 350 observations generated from an PoINAR(1)
process with parameters α = 0.5 and λ = 5 (Xt, blue line), the respective right censored
dataset (Yt, red line), at N = 11, corresponding to 30% of censoring, and an augmented
dataset (Zt, black line). If we disregard the censoring, the estimates for the parameters
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(assuming an PoINAR(1) model without censoring) present a strong bias. For instance, the
Gibbs sampler gives α̂Bayes = 0.6242 and λ̂Bayes = 3.3297. On the other hand, if we assume
an PoINAR(1) model under censoring, the parameter estimates given by the proposed ap-
proach are α̂GDA−MMS = 0.4834 and λ̂GDA−MMS = 4.9073. Therefore, it is important to
consider the censoring in data in order to avoid some inference issues that lead to poor
time series analysis.

α=0.5, λ=5, N=11 (30%)

Time

0 50 100 150 200 250 300 350

0
5

10
15

20

Censored  (Yt)
Uncensored  (Xt)
Uncensored  (Zt)

Censored  (Yt)
Uncensored  (Xt)
Data  Augmented  (Zt)

Censored  (Yt)
Uncensored  (Xt)
Data  Augmented  (Zt)

Figure 1: Synthetic dataset generated from an PoINAR(1) process, the respective right
censored dataset and an example of data augmentation.

Experiments with synthetic data allow to conclude that the approach leads to estimates
that present less bias than those obtained if censoring is neglected. Moreover, the GDA-
MMS approach allows to obtain a complete data set, making it a valuable method in other
situations such as missing data.
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Inventories discretionary management through
accounting choices - The case of small and
medium-sized Portuguese companies in commercial
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Discretionary management of inventories by managers causes deliberate changes
in the financial statements that support decision making, thus deliberately
causing asymmetry of information among stakeholders. This study, using
30,797 Portuguese SMEs from the commercial sector and not listed, comprising
the period of 2013 to 2019, suggests the evidence of the discretionary manage-
ment of real activity on inventories and accounting choices by managers, in
order to present financial statements that meet their own interests. Future
work includes the replication of this work to compare results in various activi-
ties of the commercial sector and the extension to the trading sector from other
countries to analyze the similarity of results across different business realities.

Keywords: inventory, accrual, discretionary, estimation models

Managers have the ability to exercise opportunistic choices of accounting policies and real
activities that enable them to achieve both accounting and managerial outcomes that match
their objectives, pursuing various incentives for discretion according to Positive Accounting
Theory and Agency Theory. There are several models to measure the practice of those
types of discretionary actions in which managers may engage in acts that allow them to
alter the value of assets, liabilities, income and expenses to achieve the desired asset value
and results. On the other hand, most of the scientific literature on this subject focuses on
listed companies [1] [2] [3] [4].
Considering that the Portuguese business fabric is composed of 99.9 % Small and Medium-
sized Enterprises (SME), this work addresses empirically and with regression models, the
theme in more than 30,000 Portuguese SME from the commercial sector and not listed
(SABI database, version 91.00), comprising the period from 2013 to 2019, intending to an-
swer the question “what is the effect of discretionary inventory management and accounting
choices, through real activities, in the accounting information of Portuguese SMEs in the
commercial sector?”.
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The results of the estimation models allow us to conclude that: (i) the managers of these
SMEs tend to include discretion in the management of real activities and that the volume
of inventories is one of the factors that weights; (ii) the discretion included in inventory
management is related to commercial management. Managers can change the value of
companies’ financial reports to present statements that meet the requirements of stake-
holders and their own interests; (iii) the companies included in the study use the increase
or decrease in the volume of inventory to change the cost of goods sold and consequently
the value of the earnings and the value of the company; (iv) the discretion included in
inventory management is related to accruals, with managers choosing accounting policies
that allow them to achieve their own objectives. This discretion causes deliberate changes
in the economic and financial reality of the companies, causing asymmetry of information
between the stakeholders and biasing supporting elements for decision making.
Concerning future work, to mitigate some limitations, we intend to replicate this study
comparing the results in various activities of the commercial sector such as retailers, whole-
salers of various activities such as: food products, fuel, technological and other household
equipment because the motivations and forms of discretion may have different configura-
tions. Also, the comparison of the behavior of Portuguese firms with SMEs in the trading
sector from other countries would allow us to verify whether the Portuguese reality and
the degree of discretion are similar across different business realities.
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Marketing-driven choices in people’s dietary is assessed in a cross country sur-
vey involving 16 countries. The sample comprises 11919 responses to a ques-
tionnaire developed for the EATMOT project as described in [3] . In this
study, cluster analysis based on people’s marketing motivations revealed two
well differentiated groups: low and notably motivated consumers. These two
groups were compared, outlining some characteristics of consumers who are
more prone to commercial and marketing motivations.

Keywords: cluster analysis, logistic regression, marketing motivations, food choices

Numerous people’s dietary decisions are influenced by commercial and marketing motiva-
tions. Advertising and marketing tactics are in fact intended to pique consumer attention
and influence their purchasing decisions. Yong people are known to be particularly vulner-
able [1], and it is of interest to identify some other characteristics that may differentiate
most vulnerable consumers. In this study, based on a sample of size 11919, collected
as part of the project EATMOT [3], marketing motivations in food choices are analyzed
through seven items. Factor analysis was applied by country, looking for a factor struc-
ture common to all countries. Three items were consistently combined in one factor. The
other items were studied individually. Five variables were, then, considered to measure
marketing motivations in consumer’s food choices and used in a cluster analysis. Ward’s
method, single linkage, and average linkage were three hierarchical techniques that were
used; their results were considered as initial solutions for the k-means method. To find
an optimal number of clusters, k-means method was applied to 50 bootstrap samples and
the similarity of cluster solutions for different numbers of clusters was examined using the
rand index [2]. The two cluster solution emerged as an optimal solution, distinguishing
consumers more prone to the influence of marketing (Figure 1).
Then, using statistical tests and logistic regression analysis, these two clusters were com-
pared. For example, consumers of the Notably Motivated cluster were significantly younger
(32.7 vs 36.7 years old, p < 0.005), as expected, and this cluster also had a higher per-
centage of women (72.2% vs. 70.2%, p=0.016), a higher percentage of single individuals
(51.9% vs. 37.9%, p < 0.005), a lower proportion of individuals with university education
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Figure 1: Clusters means in the five marketing motivations

(58.3% vs. 66.1%, p < 0.005), more consumers living in rural or suburban areas (37.2%
vs. 27.6%, p < 0.005), and more consumers without an active professional activity, that is,
unemployed, non-working students or retired (43.1% vs.31.1%, p < 0.005). Furthermore,
higher BMI and less physical exercise revealed to be associated with a greater chance of
belonging to the notably motivated group (p < 0.005).
We thus obtained evidence that the propensity for higher levels of commercial and mar-
keting motivations is associated with socio-demographic, anthropometric, behavioural and
health related characteristics of the consumer.
[3] Acknowledgements The authors would like to thank the CMUC for financial support.
Additionally, the authors thank project EATMOT, the FCT, CERNAS and the Polytechnic
Institute of Viseu.
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A Double Principal Component Analysis is performed in this study to inves-
tigate in which European countries citizens are more prepared in using digital
technologies, as well as the countries that up to now have been investing more
financial resources in providing training on Information and Communications
Technology. Several indicators associated with digital use and training were
considered in this study, and the data for these variables during the period
2010-2020 were collected from the Eurostat database.

Keywords: digital, DPCA, ICT education, multivariate analysis

Information and Communication Technology (ICT) Education, in the general sense, means
education to provide users with a diverse set of technological tools, definitions, and re-
sources to create, store, communicate, manage and optimize the information. Nowadays
these technical skills are very important in all professional activities, in particular, in the
area of services, industry or education. Accessibility to the Internet and to other digital
resources, and the acquisition of knowledge to use these tools, is also crucial in our lives.
For instance, the use of Internet allows getting information and learning, facilitates com-
municating and socializing, and is also useful to buy or sell things. The motivation for this
study lies in analyzing how these skills are more or less developed in the different European
countries, understanding their evolution over the last decade and identifying the new needs
in this emerging field.
To perform this multivariate analysis we applied the Double Principal Component Analysis
(DPCA). This methodology was introduced by Bouroche [1] and it is an extension of the
Principal Component Analysis (PCA). This method enables us to study several data tables
with the same individuals and the same variables, obtained in different time instants or
different circumstances. The main objectives of the Double Principal Component Analysis
are to globally compare the different data tables, to study the evolution of the relations
between the different variables, and study the evolution of the individuals.
DPCA was introduced to analyze quantitative data ([1]), but there are several adaptations
of the DPCA to allow the analysis of categorical data (see, for instance, [2]).
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Classifying stock risks is an important task for investment decision-making
problems, e.g. in the construction of portfolios. In this work, a risk model for
the classification of stocks is proposed, that assesses risk using expected utility,
entropy and variance. The model is applied to the PSI 20 index to form subsets
of stocks with lower risk. Using the mean-variance model, the efficiencies of
the subsets’ portfolios are compared with the efficiency of the whole stock set.
The results reveal that the risk model selects the relevant stocks for an optimal
portfolio construction.

Keywords: risk model, risk classification, expected-utility, entropy, variance

The mean-variance model was proposed by Markowitz [3] to assess and construct portfolios
(weighted combinations of stocks) by minimizing risk, expressed by variance, and maxi-
mizing the expected return. Several other models were presented, where entropy was used
for measuring risk and that can also be combined with other measures (see e.g. [2], [4]).
Recently, the expected utility, entropy and variance model (EU-EV model) was applied to
the selection of stocks for portfolio constructions [1]. In that model, entropy and variance,
as uncertainty risk factors, are combined with expected utility, as preference factor, using
a trade-off parameter. The EU-EV model for classifying stock risks is defined as follows.
Consider a set of stocks S = {S1, . . . , SI} and the action space A = {a1, . . . , aI}, where
ai = (xi1, pi1;xi2, pi2; . . . ;xiN , piN) ∈ A is the action of selecting stock Si, i = 1, . . . , I,
yielding the frequency distribution of stock returns, where xin are the outcomes occurring
with probabilities pin, n = 1, . . . , N , that are represented by the discrete random variable
Xi. The EU-EV risk for the action ai is defined by

R(ai) =
λ

2


H(Xi) +

Var[Xi]

max
ai∈A

{Var[Xi]}


− (1− λ)

E[u(Xi)]

max
ai∈A

{|E[u(Xi)]|}
,

where 0 ≤ λ ≤ 1, u(·) is the utility function and H(Xi) = −∑N
n=1 pin ln pin is the entropy.

The stocks are ranked according to the EU-EV risk, where given two stocks Si1 and Si2 ,
i1, i2 ∈ {1, . . . , I}, if R(ai1) < R(ai2), then the optimal stock is Si1 .
The EU-EV risk model was applied in [1] to the Portuguese Stock Index PSI 20, considering
the returns obtained from daily closing prices of 18 component stocks, S = {S1, . . . , S18},
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from January 2019 to December 2020. The stocks were classified according to the EU-EV
risk, using the utility function u(x) = ln(x+ 1), if x ≥ 0, and u(x) = − ln(1− x), if x < 0,
and the best 9 stocks with lower risk were selected for different ranges of λ to construct
portfolios. Five stock subsets, Q1, . . . , Q5, were obtained with λ belonging to the inter-
vals [0, 0.1260), [0.1260, 0.4685), [0.4685, 0.5311), [0.5311, 0.7771), [0.7771, 1], respectively,
where at 0.1260, 0.4685, 0.5331, 0.7771 occur changes in the subset composition. The
mean-variance optimization problem was then applied to the whole set of stocks S and
to the subsets of 9 selected stocks Q1, . . . , Q5. Comparing the efficient frontiers of S with
those of the five subsets (see Figure 1) one can observe that the performance of the sets
Q1, . . . , Q4 corresponding to λ ∈ [0, 0.7771) is similar to those of S obtained with all 18
stocks. As for Q5, with λ close to 1 and therefore privileging stocks with lower uncertainty
and almost ignoring expected utility, it performs less well than S. One can conclude that
the EU-EV model, for certain ranges of the trade-off factor, can be used to classify stock
risks in order to construct efficient portfolios with a reduced number of stocks.

Figure 1: Efficient frontiers for Q1, . . . , Q5 and for S
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We compare several old and recent methods for clustering a set of qualitative
and quantitative variables.

Keywords: clustering of variables, mixed data, PCA, RV coefficient

The simultaneous treatment of a mixture of J quantitative variables xj and Q qualitative
variables x̃q with mq categories, whether in factorial analysis or clustering, is often based
on the determination of one or more global or local (i.e. per class) synthetic variables
optimizing the following criterion introduced in 1977 by Tenenhaus [6], reused by Escofier
(1979), then Saporta [5], Kiers (1991) under the name of PCAMIX, and Pagès (2004):

max
c




J∑

j=1

r2 (c,xj) +
Q∑

q=1

η2 (c, x̃q)


 (1)

where r2 is the squared Pearson correlation coefficient between two quantitative variables
and η2 the squared correlation ratio between a quantitative and a qualitative variable.
Both coefficients are equal to the proportion of variance of a dependent variable explained
by an independent one.
The ClustOfVar algorithm [1] uses criterion (1) to perform a clustering of a set of variables
of different nature around latent components in each group, extending the method of
Vigneau and Qannari [7] introduced for exclusively quantitative variables.
Clustering variables around components is an interesting alternative to direct algorithms
that start from the table of similarities, dissimilarities or distances between all variables,
because it simultaneously optimizes the clustering and the representation of classes by a
component as in a clusterwise approach.
A key issue is to use consistent and comparable similarity measures in the three cases :
a pair of quantitative variables, a pair of categorical variables and a pair consisting in a
quantitative variable and a categorical one. The association coefficients r2 and η2 are in
common use, while various solutions have been proposed for the case of two categorical
variables: chi-squared and its derivatives such as T 2, which is the square of the Tschuprow
coefficient, or the largest eigenvalue of the Correspondence Analysis matrix derived from
the cross-tabulation of two categorical variables [1].
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Coefficients associated with categorical variables are not, however, comparable with each
other or with r2 because their distributions depend on their number of categories. In crite-
rion (1) a qualitative variable plays a greater role the higher its number of categories mq.
The Escoufier RV coefficients [4] between tables generated by each quantitative variable
and tables of indicators of the categories of the qualitative variables make it possible to
define Euclidean similarities equal, according to the cases, to r2, η2√

mq−1
or T 2 [3].

We can then perform hierarchical clustering with Ward’s algorithm or k-means partitioning,
either directly on the similarity matrix, or on the coordinates obtained by the Torgerson
formula. This elegant but somewhat forgotten solution still suffers from a flaw: dividing
by the square root of the degree of freedom does not completely correct the effect of the
number of categories. For this, it may be wise to use as dissimilarity the p-value of the
independence test in the spirit of the likelihood linkage algorithm [2]. However Euclidean
properties are lost.
In addition, when the number of observations is very large, all p-values are close to zero
(paradox of large samples) and are no longer usable. We propose to replace them by the
corresponding fractiles of the standard normal distribution in the spirit of the test values
used in the SPAD software. The larger the fractile, the greater the association between
two variables. These different approaches are compared on real data sets.
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This paper aims to cluster pediatric hospitalizations using hospital resources
as input variables. As the data were of mixed-type, we considered the Gower’s
distance and used the Partition Around Medoids and the Ward’s hierarchical
clustering algorithms. We also modelled the data as a finite mixture. The
agreement among the obtained groupings was evaluated by the Adjusted Rand
Index. While the first two methods provided similar results, some of the mix-
ture components did not resemble the previous cluster. Evaluation of the ob-
tained solutions by the hospital experts favoured the 7-cluster structure iden-
tified by the Partition Around Medoids algorithm.

Keywords: clustering, partition around medoids, hierarchical clustering, finite mixture
models, hospitalizations

The study analysed 3583 hospitalizations of children (≤ 18 years old) at the Pediatric
Department of Centro Hospitalar Universitário de São João (CHUSJ) between December
2021 and November 2022. There were essentially two types of variables: those related
with hospital resources - Surgical Intervention (No/Yes), Intensive Care Unit (No/Yes),
Admission Mode (Scheduled/Urgent), Number of Services (1, 2, ..., 8) and (total) Length
of Stay (LoS) - and socio-demographic variables about the patients - Sex (Female/Male),
Country of birth (Portugal/Other), District of residence (Porto/Other) and Age. The goal
was to group patients according to similar resource use, thus providing meaningful and
easy-to-read information to the stakeholders. To accomplish the task, clustering solutions
were proposed.
As the data were of mixed-type, the Gower’s distance was used to calculate a dissimilarity
matrix and, based on that, the Partition Around Medoids (PAM) algorithm and Ward’s
Hierarchical Clustering were applied.
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For PAM, the optimal number of clusters was determined by the Average Silhouette Width,
suggesting 4, 7 or 8 groups.
The dendrogram associated with the Ward method also indicated 4, 7 or 8 groups. The 7-
cluster structure showed the greatest agreement with the results from PAM (adjusted Rand
Index for 4, 7 and 8 groups: 0.712, 0.995, 0.869, respectively). This structure consisted of
the eight combinations of the three binary variables, with two of them grouped together.
For the Finite Mixture Model (FMM), different information criteria - Bayesian Informa-
tion Criterion (BIC), Akaike Information Criterion (AIC) and Integrated Complete-data
Likelihood (ICL) - provided different number of components, namely 4, 7 and 8. The
7-group structure was then compared with the previous algorithms, displaying a relevant
similarity, although lower than the similarity between the first two (adjusted Rand Index
FMM vs PAM: 0.455 FMM vs Ward: 0.456).
The 7-cluster PAM structure was found to be coherent by the hospital experts. Its descrip-
tion is presented in Figure 1. For a better understanding of the structure, its description
using external patient-related variables is also given - Figure 2.
All statistical analyses were performed in R-version 4.1.1. and the package used were:
cluster, flexmix and fossil.

Figure 1: Description of each cluster obtained from PAM

Figure 2: Description of the clustering from PAM using external patient-related variables
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physiological reactions to emotional stimuli
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Emotion recognition systems aid in identifying emotions and improving the
treatment of anxiety and depression. This work followed an experimental pro-
tocol for collecting physiological non-invasive data from participants watching
emotional videos, provoking fear, joy, and neutrality. Data analysis and cluster-
ing clearly showed that the stimuli effectively provoked variations in the heart
rhythm of the participants, exhibiting different degrees of intensity.

Keywords: emotion classification, ECG, cluster analysis, affective computing.

Good health and well-being are one of the United Nations’ sustainable goals, in particular,
the promotion of mental health. Mental health problems are usually associated with a
magnification of negative feelings (fear, disgust, etc.), as well as with a difficulty in enjoy-
ing positive moments. In this context, the identification of emotional states may help when
dealing with these difficulties. Emotion recognition systems can be one of the solutions
to help people to identify and interpret their emotions, and are based on the information
knowledge extracted while monitoring quantified body alterations through emotional stim-
ulation. In these tasks, one of the most used physiological signals is the electrocardiogram
(ECG) due to its non-invasive and non-intrusive nature, and its high informative content
regarding spontaneous behaviour. The final goal is to incorporate the most relevant infor-
mation conveyed in the features extracted from the acquired physiological signal into an
algorithm capable of labelling the emotional states with a maximized performance.
This work enrolled 56 subjects in an experimental protocol at University of Aveiro, to visu-
alize videos with different emotional content (Fear, Happy and Neutral) while monitoring
the ECG signal. The work focused the analysis of time series of RR intervals i.e. the time
interval between successive ECG R-wave occurrence times. The RR series were used to
identify time instants exhibiting a significant physiological response based on a two-step
procedure. Firstly, by identifying the events (time intervals) of the protocol with a sig-
nificant response based on the normalized group average. Secondly, by inspecting if the
individual response, at the identified events, is significant with respect to the corresponding
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variations of the subject baseline. The intensity of the response to each stimuli was quanti-
fied as the area of each event normalized by its duration. The algorithms were implemented
in Python via Neurokit2 [1] (advanced biosignal processing tools), SciPy (statistics) and
scikit-learn (clustering algorithms) modules.
After hierarchical clustering via dendrogram, six clusters were considered to discriminate
several degrees of intensity in the response for the Fear stimuli. This number of clusters
was considered into a K-means clustering algorithm to produce distinct non-overlapping
clusters (0.62 Silhouette Coefficient, 2156.52 Calinski-Harabasz index and 0.42 Davies-
Bouldin index). Figure 1 presents the distribution of the increase in heart rate as a reaction
to the stimuli (averaged for all events) for each subject within each cluster and clearly
highlights that as the intensity of the response increases so does the average increase of
the heart rate of the subject with respect to its baseline pattern.

Figure 1: Boxplots showing the distribution of the averaged heart rate increase for the
events of each subject within each cluster. The results displayed concern the Fear emotion.
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Cluster analysis is increasingly applied to identify patterns in water consump-
tion in order to improve the planning and management of water demand. This
study aims to detect the week-daily domestic water consumption profiles of a
group with 342 individual customers from the north of Portugal. Time series
k-means clustering was used to identify different profiles taking into account
the seven days of a week. Three distinct patterns of water consumption over
the day were identified, which could be used to increase the prediction accuracy
of water consumption forecasting for network planning and operation.

Keywords: clustering, household water consumption, K-means, consumption variation

One of the current challenges in developing intelligent models for monitoring and planning
water demand is the heterogeneity of the consumers served by the regional water system,
including the possible differences in water consumption throughout the days of the week
[1]. In this study, the objective is to detect daily domestic water consumption profiles
taking into account each weekday.
The dataset used in this study contains hourly domestic water consumption measurements
taken throughout 2021 by 342 individual customers. Of a total of 124 830 time series 312
with missing records were excluded, remaining between 360 to 365 days for each customer.
The normalized hourly consumption for each day was obtained by dividing each hourly
measurement by the sum of the 24 measurements for that day so that the sum of all
normalized measurements for each day is equal to 1. To identify consumption patterns for
each day of the week, seven time series were created for each customer, one for each day
of the week. These time series were generated by computing the average consumption of
each hour for a specific day of the week.
Time series K-Means clustering algorithm was selected to find the consumption patterns.
To emphasize the importance of time-series shape, the Dynamic Time Warping (DTW)
similarity measure [3, 4], which is sensitive to time shifts, was applied. However, to balance
the time-shifting sensitivity desired for the model with a limited similarity span of the

21 April, 10:00 - 10:20, Room A1.2

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

91



time series, the Sakoe-Chiba constraint was applied with a radius of 2 [4]. This ensured
a confined similarity to a temporal shift of 2 hours between two profiles. The Silhouette
analysis [2] was utilized to optimize the number of clusters, k, by its ability to assess cluster
coherence and distance from the others simultaneously, leading to the selection of k = 3
which had the highest silhouette score.
Applied the constrained Time-series K-Means with the selected number of clusters, one
cluster stands out from the other two, given its close to constant consumption throughout
the day. The time series belonging to this cluster are also evenly distributed throughout
all the days of the week. Regarding the other two clusters, one cluster is comprised mainly
of weekend time series, while the other one is more of weekdays. The first cluster had
two peaks around 8 a.m. and 8 p.m., and a lower peak around 1 p.m., resembling a
weekday consumption pattern. The latter cluster had three peaks at almost the same
level, representing a more distributed consumption throughout the day, with the first two
peaks occurring further ahead in the day being around 11 a.m. and 2 p.m.
The results showed that one general pattern is insufficient to define households’ water use;
three distinct patterns of daily water consumption associated with the weekday were iden-
tified. Future research will explore different sample aggregation approaches (e.g. household
weekdays in the four seasons).
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A valuation model for lab-grown diamonds
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This study aims to develop a valuation model for lab-grown cut diamonds
based on data published on the Internet. Regression trees, Bayesian Networks,
and K-Nearest Neighbors are used for this purpose. These different techniques
have a complementary role in the application. The K-Nearest Neighbors has
a good performance in prediction. Regression trees contribute to a better
understanding of the relationship between predictors and the target. Bayesian
Networks also add some insights in this respect. Finally, the models’ results
are compared to similar approaches when applied to natural diamonds.

Keywords: lab-grown diamonds, price, regression trees, K-nearest neighbors, Bayesian
networks

The development of diamond synthesis technology in the 50’s changed the industry, up
to the point that almost all diamonds used in industrial applications are manufactured
and, in recent years, gem-quality lab-grown (synthetic) diamonds captured an increasingly
significant share of the jewelry market.
Previous works, referring to the use of Machine Learning techniques to predict diamonds’
prices, generally consider natural diamonds - E.g. [1], [2]. Predictors include the 4Cs -
Cut, Clarity, Carat, and Color - which are important determinants of a diamond’s price.
We focus on predicting the prices of lab-grown diamonds. The data were collected from
the website https://www.1215diamonds.com, on September 2022, and include 44443 ob-
servations (synthetic diamonds). In order to compare the performance of similar mod-
els as applied to natural diamonds, we collected data concerning natural diamonds from
https://belgiumdiamonds.net (on April 2022) which comprises 34449 observations (natural
diamonds). In both data sets, Train and Test samples were constituted, including 70% and
30% of the total number of observations, respectively.
Regression trees (Tree), Bayesian Networks (BN), and K-Nearest Neighbors (KNN) super-
vised approaches were used for predicting the prices of diamonds. They are implemented in
the R packages “tree”, “bnlearn” and “FNN”. Following their parametrization, the referred
approaches yielded the results presented in Table 1 and Table 2. Additional metrics were
also considered.
The predictive capacity of KNN clearly surpasses the one obtained with Tree and BN.
However, these latter algorithms help to uncover interesting relationships between the
target and the predictors - E.g. see Figure 1. In the future, additional data sets, referring
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Table 1: Lab-grown diamonds price prediction: R-Squared values
Sample Tree BN KNN
Train 62.287 66.790 65.356
Test 59.835 59.977 60.120

Table 2: Natural diamonds price prediction: R-Squared values
Sample Tree BN KNN
Train 88.080 93.952 90.508
Test 87.114 92.306 91.023

Figure 1: Bayesian Network structure learned from lab-grown diamonds data set

both to lab-grown and natural diamonds, should be used to assess the consistency of the
relationships found.
Acknowledgements This work was supported by Fundação para a Ciência e a Tecnologia,
Grant UIDB/50021/2020.
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Feature selection has been recognized for long as an important technique to
reduce dimensionality and improve the performance of regression and classifi-
cation tasks. The class of sequential forward feature selection methods based
on Mutual Information (MI) is widely used in practice, mainly due to its com-
putational efficiency and independence from the specific classifier. We propose
the Decomposed Mutual Information Maximization (DMIM) method, which
keeps the good theoretical properties of the best methods proposed so far but
overcomes the complementarity penalization by applying the maximization sep-
arately to the inter-feature and class-relevant redundancies.

Keywords: mutual information, feature selection, classification

Feature selection is a preprocessing step that reduces the complexity and increases the inter-
pretability of several statistical learning tasks, like classification and regression. Moreover,
it avoids the performance degradation frequently occurring when redundant and irrelevant
features are included in the learning process. In this talk, we proposed Decomposed Mutual
Information Maximization (DMIM), a novel sequential forward feature selection method
based on Mutual Information. The theoretical properties of DMIM were derived using
the framework introduced in [1], which defines an optimal target objective function that
the feature selection methods should try to approximate. DMIM, introduced in [2], shares
the good theoretical properties of the best methods proposed so far, while avoiding the
complementary penalization introduced by CMIM, its closest competitor.
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We evaluated DMIM using two synthetic scenarios, for which an optimal feature ranking
is available, and 20 publicly available real datasets analysed with kNN and C5.0 classifiers.
The performance of the methods was assessed as the proportion of correct feature rankings,
for the synthetic scenarios, and using seven different classifier performance measures, for the
real datasets. The results obtained with the synthetic scenarios confirm the superiority
of DMIM in overcoming the complementarity penalization. When addressing the real
datasets, there is no global winner among the feature selection methods under study.
The classification performance depends on the data and the classifier characteristics, and
different methods adapt better to specific characteristics. Nevertheless, DMIM stands out
in terms of the number of datasets where it is the best method. Moreover, in cases where
it is not the best method, its performance is not far from the best one. Thus, given its
superior theoretical properties and the results obtained with synthetic scenarios and real
datasets, DMIM should be the preferred sequential forward feature selection method based
on Mutual Information.
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Support Vector Machines (SVMs) are among the most accurate classifiers in su-
pervised problems. However, SVMs fail to complement these predictions with
reliable estimates of class probabilities. A novel algorithm to estimate class
probabilities from sequences of weighted SVMs will be presented. Numerical
experiments will show that this algorithm, scales better than existing alterna-
tives, and is competitive with both model free machine learning approaches,
and model based statistical methodologies.

Keywords: support vector machines, kernel methods, multiclass classification, multiclass
probability estimation

Kernel based Support Vector Machines (SVMs) were originally designed to handle two-
class supervised classification problems, and quickly established themselves as one of the
most accurate machine learning algorithms for class prediction. However, this success
did not translate to the related task of deriving reliable probability estimates of class
membership. In fact, Lin [3] has shown that, by targeting directly classification boundaries,
standard SVMs do not carry much further information about class probabilities other
than the predicted class by itself. Nevertheless, Lin, Lee and Wahba [4] showed that, by
appropriately modifying (weighting) the loss function used in standard SVMs, nonstandard
SVMs can estimate consistently a theoretical Bayes rule for any arbitrary setting of class
probabilities. Based on this property, Wang, Shen and Liu [5] proposed to solve sequences
of nonstandard SVMs with varying weight specifications, and to recover class probabilities
from the frontiers between regions of the weights domain that lead to different predictions.
The first proposal to extend this idea to the general k-class problems, is an all-in-one
approach due to Wu, Zhang and Liu [7] (WZL). However, in this method the number of
base weighted SVMs increases exponentially with the number of classes, and their training
requires the optimisation of non-convex problems, making the method impractical for big,
or even moderate, data problems. Multiclass probability estimation based on pairwise one-
against-the-rest weighted SVMs were proposed in [8] and [6]. None of these two methods
shares the computational difficulties of the all-in-one WZL method.
This work addresses the computational difficulties associated with the WZL all-in-one
approach, and compares its statistical performance against competing alternatives. In
particular, on the one hand, we will propose an improved method for recovering class
probability estimates from weighted SVM predictions. In our approach, these estimates
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will be based on the solutions of linear programming models that optimize an l1-norm
measure of the agreement between the predictions implied by probability estimates, and
those made by weighted SVMs. One important advantage of this strategy is that, unlike in
the original WZL method, the different weight specifications do not have to be uniformly
distributed over a k-dimensional simplex, which allows for the creation of grids with satis-
factory resolution, while ensuring that the number of required weighted SVMs only grows
linearly with the number of different classes. On the other hand, we propose to replace
the WZL SVM by an SVM based on an universal kernel without bias terms, using the
weighted loss proposed by Lin, Lee and Wahba [2] (LLW). We note that the LLW loss
leads to convex optimization problems and, as noted in [1], for multiclass SVMs based on
universal kernels, dropping bias terms is statistically of minor importance, while allowing
for the use of computationally efficient decomposition algorithms for SVM training. Based
on these strategies, we were able the find reliable class probability estimates for problems
with hundreds of examples, and more than a dozen different classes.
Numerical comparisons suggest that class probability estimation based on weighted SVMs
are usually more accurate than competing distribution free machine learning approaches,
and more reliable than model based statistical methodologies when their assumptions fail.
Amongst the SVM based methods, no alternative is universally superior to the others, and
the best method seems to depend on the particular data conditions at hand.
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Experiences are a part of the daily life of any human being and allow acquiring
a set of knowledge and skills. The study aims to analyze the experiences lived
at home during the COVID-19 pandemic quarantine. A methodology based on
a questionnaire survey was used to analyze the experiences lived by a sample
of 726 Portuguese individuals during the quarantine period. The results show
that through the application of exploratory and confirmatory factor analysis,
a structure with four factors was obtained: Sense and Feel, Pandemic Feel,
Pandemic Think, and Act. The application of the cluster analysis technique
identified the presence of four clusters, showing that experiences are lived with
different levels of intensity. These results can be useful for scientific knowledge
in the behavioural area and for defining adequate strategies to improve the
health, well-being and quality of life of individuals in pandemic contexts.

Keywords: experiences, confirmatory factor analysis, cluster analysis.

Each human being throughout his/her life acquires a set of experiences that allow him/her
to gain knowledge and skills. An experience is a unique event or situation that can be
experienced at home, at work, in school, on a travel, among other daily situations. But
during the COVID-19 pandemic quarantine, experiences became limited to the ”home”
space, without contact with other people except for those living in the same space. Ex-
periences have been approached in different areas of knowledge, such as in the fields of
education, psychology, and marketing. Experience can be linked to emotions and subjec-
tivity [5]. In marketing, experience is a key element, as it affects the way the consumer
perceives feels, knows or does things [3]. The strategic experiential marketing modules are
called Strategic Experiential Modules; according to Schmitt [4] they are based on the cus-
tomer’s experiences and are five: Sense (sensory experiences), Feel (affective experiences),
Think (creative cognitive experiences), Act (physical behavioral and lifestyle experiences)
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and Relate (social identity experiences related to a group or reference culture). In the
context of the present work, the strategic experimental modules are the various types of
experiences that individuals experience during the quarantine period, the consumers of the
experiences are the individuals (726 Portuguese aged between 18 and 79) and the experi-
ence itself can be analysed as the brand or the company. To measure the experiences, a
scale based on experiential marketing was used. It was adapted from the literature review
of other experience scales used in the marketing and tourism areas.
In general terms, the surveyed individuals felt concerned about the delicate moment that
was being experienced worldwide, the situation in which they found themselves made them
think about the future of human life and the lifestyle they had. On the other hand, they
considered that moment an opportunity for people living together to relate, they also
thought about the country’s economy and had a great desire to visit friends or family. In
the confirmatory factorial analysis, the maximum likelihood estimation method was used
and the following goodness of fit indices: the ratio of the Chi-square statistic by the degrees
of freedom, Goodness of Fit Index, Comparative Fit Index and Root Mean Square Error of
Approximation. The application of factor analysis to the scale of experiences lived during
quarantine showed the existence of four factors: Sense and Feel, Pandemic Feel, Pandemic
Think, and Act. Moreover, it manifests itself with greater intensity in the factors Pandemic
Think and Sense and Feel. The fit indices of the model with 4 factors showed good fit
quality, and the scale of experiences also showed evidence to be considered with adequate
convergent, discriminant, and internal consistency validity ([1], [2]). In the cluster analysis,
the squared Euclidean distance was used as a measure of dissimilarity and the Ward method
to group individuals with homogeneous characteristics. This analysis allows defining four
clusters. Cluster 1 is composed of individuals who live experiences intensely, cluster 2
is composed of more reflective individuals, cluster 3 is formed by individuals who were
worried, and cluster 4 by those who live experiences with low intensity. This shows that
experiences are lived at different levels of intensity.
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How to measure the fit of a structural equation model

with omissions by design

Paula C. R. Vicente1
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The adjustment of a structural equation model could be evaluated using differ-
ent measures, such as, RMSEA, SRMR, CFI and TLI. This simulation study
aims to understand how the number of indicators and of latent variables, as
well as different sample sizes and parameter values could influence these indexes
when analysing data from a planned missing design.

Keywords: fit measures, planned missing design, structural equation model, simulation
study

The use of a planned missing design is important, because this kind of design allows
the collection of high-quality data while reducing participant burden [1]. Used in different
areas of knowledge, a particular case of a planned missing design is the 3-form design. This
design could be used in cross-sectional and longitudinal research and consists in splitting
the questions of the survey in four groups, X, A, B and C. All the participants must answer
to the questions in the X block, and are then randomly assigned to answer to two other
blocks, from A, B and C (see table 1). Consequently, 1/3 of the participants answer to
questions in set XAB, 1/3 to XAC and 1/3 to XBC, instead of answering questions from
all the four groups [2].

Table 1: Missing data pattern for a 3-form design

Question set
Form X A B C

1 O O O -
2 O O - O
3 O - O O

On the other hand, in the adjustment of a Structural Equation Model (SEM) it is important
to quantify this adjustment. As such, there are several different indexes, based in distinct
criteria, to evaluate if the considered model is the right one. The most used indexes with
this type of modeling are Root Mean Square Error of Approximation (RMSEA), Root
Mean Square Residual (SRMR), Comparative Fit Index (CFI) and Tucker-Lewis Index
(TLI).
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The current study explores the effect of the non-responses due to a 3-form design on the
SEM fit measures mentioned. The simulation conditions were obtained by manipulating
five variables: sample size, model size, model type, factor loadings and correlation between
factors. In figure 1, it is presented an example of a model used. For each simulated
condition, 1000 replications were generated using the simsem package in R [3].
Results show that for medium and big sample sizes all the indices have acceptable values.
However, in small samples, the index with the best performance is RMSEA.

Figure 1: Structural equation model with 2 latent variables and 6 observed variables
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The well-being of college students is essential for them to succeed in their aca-
demic performance and future careers, as well as to prevent increasing dropout
rates. A conceptual structural model was proposed considering ”optimism”
as an exogenous latent construct, ”perceived stress” as a mediating construct,
and ”students’ burnout” as the target latent construct. Based on data col-
lected in a survey, we estimate a reflective model using the consistent Partial
Least Squares estimator. We conclude that ”optimism” has a direct negative
effect on ”perceived stress” (as expected) and also an indirect effect through
this full mediator on ”exhaustion”, which is considered the central component
of burnout.

Keywords: multigroup analysis, reflective model, survey, well-being, college students

During the years of the COVID-19 pandemic students saw their academic life being very
limited, namely in terms of reduced social contacts (with family, colleagues and teachers).
In addition, there is a lot of information about climate change and conflicts in the world
that generates insecurity and uncertainty about the future, which in turn affects their
well-being and leads to growing demotivation. Together with daily pressures to achieve a
good academic performance with a view to entering the labour market, this generates high
levels of stress that can result in burnout (considered a health condition that results from
continuous and excessive stress that students are subjected to in their daily lives)[1]. In
June 2022, we used an online questionnaire in a Portuguese Polytechnic, consisting of the
Revised Life Orientation Test (LOT-R) to assess ”optimism” [2], the Perceived Stress Scale
(PSS) to assess ”perceived stress” and the MBI-SS to assess ”students’ burnout” [1]. We
considered the multivariate statistical technique of Structural Equation Modeling (SEM)
[3] and a theoretical reflective model was proposed, where ”optimism” is an exogenous
construct, ”perceived stress” is a mediating construct, and ”burnout” (considering the three
dimensions: ”exhaustion”, ”cynicism” and ”efficacy”) is the endogenous construct [2, 4].
Using the complete sample, an estimated model was obtained using the consistent Partial
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Least Squares (PLSc) estimator [3], which performs a correction of reflective constructs’
correlations to make results consistent with a factor model. As expected, ”optimism” has
a negative direct effect on ”perceived stress” and the latter has a positive direct effect on
”exhaustion” and indirect effects on ”cynicism” and ”efficacy”. Furthermore, ”exhaustion”
has a direct positive effect on ”cynicism” and the latter has a direct negative effect on
”efficacy”. Considering the estimated model, two ”submodels” by gender (male and female)
were also estimated, and the results obtained in the multigroup analysis indicated that the
biggest difference is in the value of the path coefficient (higher for men) between ”perceived
stress” and ”exhaustion”, which is statistically significant. The results obtained helped to
better understand the state in which the institution’s students find themselves in relation
to the variables under study, and contributed to the consideration of some interventions in
order to improve the well-being and, consequently, the performance of the students.
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Counterfactual impact evaluation - An exploratory
study on urban revitalization projects in Aveiro and
Ílhavo municipalities
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The study presents an approach of CIE (counterfactual impact estimation)
of an urban revitalization project (Aveiro/Ílhavo municipalities), using the
Difference-in-differences quasi-experimental method to estimate the impacts on
housing prices. A framework to address the well-known spatial issues through
a hedonic price modeling setting will be presented. In particular, we will de-
fine the spatial extent (georeferencing of the urban intervention), develop an
approach to fix spatial heterogeneity and integrate spatial features in the defi-
nition of the counterfactual(s).

Keywords: CIE, urban revitalization, quasi-experimental, spatial heterogeneity

In the context of the Portugal 2020 Program, this project will focus on interventions co-
financed under thematic objective 6 (preserve and protect the environment and promote
the efficient use of resources), specifically, their translation into the Regional Operational
Programmes (POs). The impact evaluation of public policies is critical to enable poli-
cymakers to make informed decisions and to improve the design of future public policies
[1]. This study follows the CIE approach, answering questions like ”How much difference
does it make?” and, as expected, will try to analyze the conditions to claim the empirical
evidence and (ideally) the possible causal interpretation.
In this study, it is intended to ensure a selection of projects with a clear spatial character
(capable of being georeferenced) and adequate to the objectives of the study (interventions
on the urban tissue). Thus, (spatial) Difference-in-difference quasi-experimental method-
ology is presented to estimate the impact of urban revitalization interventions of public
rehabilitation projects funded by the Portugal2020 program. The Aveiro and Ílhavo Mu-
nicipalities (Portugal) are selected as case studies and the housing prices were selected as
our target feature where impacts will be evaluated. The selected projects follow a clear
spatialized character (capable of being georeferenced) and are adequate to the objectives of
the study (interventions on the urban tissue) and cover a period from June 2016 to March
2017.
To develop the analytical exercise, we addressed the challenges of collecting relevant data.
Two datasets were obtained, converting the pre and post time periods of the interventions.
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The data was provided on housing advertising portals and required a deep ETL (extracting,
transforming, and loading) process to turn it adequate for the study purposes. From the
model point of view, our CIE approach will rely on the hedonic price modeling framework
for housing prices and their determinants [2]. On behalf of this methodology, we will
embrace the spatial pitfalls highlighted by spatial econometrics literature and develop a
time and spatial matching approach in order to build the required counterfactual setting.
The data gathered was retrieved from two data sets, each one covering two different time
frames. They will be provided by two different entities, despite both of them will be
collected in the context of housing advertising operations (check Table 1 below).

Table 1: Data Sets Detail.
Dataset CasaSapo Dataset Prime Yield

Timeframe 2005-2010 2018-2021
Source / Method Housing Portal Enterprise
Data Points 67367 14026

As the datasets were not developed for CIE proposed, both were pre-processed such as: re-
moval of data entries with missing data and which are not concerning housing transactions,
comparable variables were created for both datasets (from the initial information).
The CIE framework presented here will take into account the spatial heterogeneity and
dependence though a choice of a model (spatial) specification guided by the Elhorst ap-
proach [3]. Moreover, the counterfactual(s) will be defined by jointly consider the intrinsic
housing attributes and its surrounding (spatial) features [4]
Acknowledgements The study (under development) is sponsored by the Portuguese
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The authors thank Janela Digital SA and PrimeYield SA for providing data on housing
listings.
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Black Scabbardfish (BSF) captures are modelled using a geostatistical analysis
combined with a preferential sampling technique which enables to better cap-
ture the variability of the BSF captures providing a more realistic pattern of
BSF distribution. This approach allows a better knowledge os BSF spatial dis-
tribution assuming that the selection of the sampling locations depends on the
values of the observed variable of interest. In order to construct a survey design
to improve the BSF abundance estimates, in Portuguese waters, geostatistical
sampling design strategies for preferentially sampled data are investigated.

Keywords: geostatistics, preferential sampling, sampling design, inla, point process

Black Scabbardfish (BSF) is a deep-water species that occurs in continental waters at
depths greater than 800 m. On the portuguese coast BSF constitutes an important com-
mercial resource. In the absence of dedicated deep-water research surveys in this area,
the spatial distribution of its abundance is mainly inferred from commercial deep-water
longline fishery that operates along the continental slope.
The Portuguese Institute of Sea and Atmosphere (IPMA) provided georeferenced data on
the location of the fishing hauls and the corresponding captures for a number of differently
sized vessels belonging to the BSF fishing fleet. It is intended to use this information,
understood as preferentially sampled data, combined with environmental covariates, to
predict where the species is likely to exist, also in unsampled locations, for management
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and conservation purposes, in order to ensure the sustainability of commercial fisheries and
protect the biodiversity of species that are of high interest for consumption.
The objective of this study is two-folded. In one hand, to perform species distribution
modelling of the BSF data by using a geostatistical model-based method that takes prefer-
entiability into account. Under a Bayesian approach and resorting to INLA methodology,
by taking the stochastic partial differential equations (SPDE) for the spatial effects of the
geostatistical model for the captures and the Log-Cox point process model (LGCP) for
the locations, BSF captures can be analysed considering several different covariates and
random effects [2, 3]. On the other hand, considering the present modelling of the BSF
captures, predictions can be made at several potential sampling locations (unobserved lo-
cations) in order to construct a survey design to improve the BSF abundance estimates
in Portuguese waters. Here different design classes are investigated, namely random, in-
hibitory and adaptative geostatistical sampling designs [4, 1].
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The Portuguese population has been decreasing according to the last census
data. In addition, there is a trend to abandon some regions in the interior of
the Portuguese mainland territory due to the economic attractiveness, more job
opportunities, and better quality of life in regions nearer the coast and cities.
The real estate sector reflects these social, economic, and demographic dynam-
ics. This study aims to apply machine learning and data science’s predictive
models to estimate the price (per sq. m.) of residential real estate which has
more limited accessibility in terms of pedestrian networks and at the same time
a low representation in the recent history of online sales. The objective is to es-
timate the prices of residential real estate through methodologies of information
and knowledge transfer. The results suggest as the best predictive models con-
sider: regressions based on k-nearest neighbors (KNN), random forests (RF),
support vector regression (SVR), and ensembles that include combinations of
the previous models’ estimations. Besides this work being applied to the mu-
nicipalities of Aveiro and Ílhavo, the approach can easily be adapted to other
territories.

Keywords: regression predictive models, residential real estate, knowledge transfer, lim-
ited data scenario, machine learning

The real estate sector plays a relevant role in the social, economic, and demographic dynam-
ics in the territories because supports the attractiveness and population fixation together
with the general interest services and job opportunities offered. The prices of residential
real estate are a driver in this context and can aid to have positive migration rates in
territories and influence the economy in general, as demonstrated recently by the economic
crises which started with the real estate sector in U.S. in 2008.
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One of the methods most used in the real estate sector is the comparative method which
is based on finding the value of the real estate we want through recent previously known
market transaction values’ of similar or substitute samples of real estate. The question
is how to estimate satisfactory residential real estate values when there are only a few
or no samples of similar residential real estate recently transitioned in the market. This
challenging question can be answered with regression predictive econometric and machine
learning models ([1]; [2]) which can give us satisfactory estimations of residential real
estate prices. Moreover, the imputation technique used to estimate the prices were based
on knowledge and information transfer from similar residential real estate in other locations
in the same municipalities, considering the values of real states that belong to the same
cluster of characteristics.
Limited accessible residential real estate is defined as residential real estate with less than
5 neighbors at a pedestrian-accessible distance lesser than 500 meters with the aid of the
shortest path Dijkstra algorithm in networks and DBSCAN clustering algorithm. Figure
1 shows all the DBSCAN-colored (not grey) clusters, our sample of unclustered residential
real estate represented with the grey color is the 111 residential real estate with limited
information for which we want to estimate the prices.

Figure 1: clusters’ map (22) of accessibility in the network (colored) of residential real
estate developed with the DBSCAN algorithm (OpenStreetMap)
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In this work, we explore two examples of compositional vectors from the point
of view of interpretation. The main propose is to highlight the potential of
data analyses when this type of structure can be presented in the data set. In
particular, the interpretation of Principal Component Analysis when applied
on compositional vectors is illustrated and discussed.

Keywords: principal component analysis, compositional vector

Compositional data are multivariate observations providing quantitative descriptions of the
parts of a whole. In mathematical notation, a D-multivariate vector is a D-compositional
observation whenever all these D components are positive numbers and only relative in-
formation about the D parts of a whole (e.g. proportions, percentages) is relevant. This
implies that the important information between components is given by ratios rather than
differences. This concept can be extended to a observation defined by a composition of p D-
compositional variables (i.e., p variables each one with D-part compositional components).
This type of multivariate observation is referred to as a (p-dimensional) compositional
data vector. The p-dimensional compositional data vectors are defined in a vectorial space
(Simplex space) with two basic algebraic operations: the perturbation operator and the
power transformation. These operators are deduced from component-wise operations of
compositional data and correspond to the addition of two vectors and the multiplication
of a vector by a real number on the Simplex space, respectively [2].
In [5], it was developed the principal component analysis (PCA) for modelling compo-
sitional data vectors. For such, the definition of sample mean, sample variance, sample
covariance and sample correlation coefficient for compositional data vectors and the eigen-
decomposition of the variance-covariance matrix were considered in the Simplex space.
In the present study, to demonstrate the usefulness and interpretation of PCA for com-
positional data vector, this statistical technique is used on two real data sets to reduce
dimension while explaining most total variability of the data with a small number of com-
positional vectors.
The first data set concerns the evolution of diet patterns of various European countries over
a period of six decades. It is a extension of a previous work ([3]) with the data extracted
freely from the Our World in Data ([4]). The focus is on a temporal composition of the
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consumption in the diet of the four macronutrients: animal protein, vegetal protein, fat,
and carbohydrate.
The second data set has been extracted from the Portuguese Institute of Statistics (INE)
[1]. It summarizes the number of deaths by cause of death, age group and region in
2020. In this data set context, Portugal was divided into 25 regions, corresponding to
the the third level of the Nomenclature of Territorial Units for Statistics (NUTS), NUTS
III classification. The causes of death considered consist of a set of cause groups based
on the International Statistical Classification of Diseases (ICD), divided by age groups at
20-year intervals. One of the challenges of this dataset is the existence of zeros. It is known
that compositions should always be treated in terms of logratios which implies that zero
components cannot be directly dealt with, as logarithms of zero values are undefined [2].
For this reason, the replacement strategy was applied.
Graphical methods will be applied to illustrate patterns resulting from the first principal
components, they also compositional vectors.
Acknowledgements This work was supported by the Center for Research and Deve-
lopment in Mathematics and Applications (CIDMA) through the Portuguese Foundation
for Science and Technology (FCT - Fundação para a Ciência e a Tecnologia), references
UIDB/04106/2020 and UIDP/04106/2020.
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A supervised clustering algorithm for preventing

fraud in edge attributed network components
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We develop a fraud detection supervised algorithm for edge attributed net-
work components, EdgeX, to identify suspicions of fraudulent acts in a finan-
cial transactions’ network. We use symbolic data analysis to characterize each
component subgraph extracted from the original network, by aggregating data
into symbolic objects, where each object corresponds to a different component,
allowing us to find the determinants of fraudulent transactions through a su-
pervised clustering algorithm.

Keywords: supervised clustering, symbolic data analysis, network components, edge-
attributed network, Paysim

In a competitive environment, fraud can be a critical problem when the prevention pro-
cedures are not robust enough. Traditional practices of tax evasion through illegal trans-
actions have been improved in the last years with the use of computers and mobile com-
munications. Fraud is domain-specific, and there is no one-solution-fits-all method among
fraud detection techniques [3]. We use Symbolic Data Analysis (SDA) [2] to aggregate data
containing a summary of financial transactions, and apply a supervised learning approach.
Chacón and Rodŕıguez [1] explore symbolic data analysis with supervised approaches,
including classical linear regression models, tree-based regression models, K-nearest neigh-
bors regression, support vector machines regression, and regression using neural networks,
using the center method and the center and range methods in the context of each regression
models considered.
In this work we developed a fraud detection supervised algorithm, EdgeX, to identify sus-
picions of fraudulent acts. Several financial transaction systems work in a basis of P2P
(peer-to-peer) payments, corresponding to electronic transactions from one person or busi-
ness to another. Using P2P links from an edge list, we build network components (a
particular case of subgraphs), which are portions of the network that are disconnected
from each other. In each component several peers are connected forming a closed group.
Each component contains several edges with associated information (like in edge attribute
networks), namely the label of the existence of fraudulent transactions, the total amount
of transfers, and the type of transfer. Then, we use Symbolic Data Analysis at the level
of the components for fraud classification, allowing us to find the determinants of fraudu-
lent transactions. A symbolic supervised clustering algorithm on edges’ attributes is then
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applied. The goal is to discover interesting associations among different variables with re-
spect to a property of interest. Santos and Campos [5] used SUWAN to assemble elements
of a graph, based on their structural and compositional characteristics, while it provides
class-uniform clusters, based on a predefined target variable. From a supervised clustering
perspective, some authors argue that classical techniques of clustering do not guarantee
that objects of the same class are grouped together, but some solutions exist that can deal
with this limitation by improving a measure of clusters purity. An illustrative application
of the method is made with a variant of PaySim [4], a Synthetic Financial Dataset for
Fraud Detection, containing more than 6 million of transactions (the edges) between more
than 2 million users (the nodes).

References
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[2] E. Diday. Introduction à l’approche symbolique en analyse des données. Premières Journées
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Symbolic data has gained importance due to data nature, both in dimension and
in the type of analysis that we are now interested in performing. In this context
we are interested in analyzing not the individuals but the groups they belong
to. Symbolic Data Analysis provides a methodology that allows performing the
analysis of such kind of units. In this work, we follow a continuous approach,
going from histograms to densities. With this new variable type, we are now
able to apply Functional Data Analysis approaches to symbolic data.

Keywords: symbolic data, functional data analysis, linear regression

The data that we encounter in our problems is becoming increasingly large and intricate.
Additionally, our focus has shifted from individual behavior to group behavior, necessi-
tating some form of data aggregation. Previous aggregation techniques relied on a single
value, typically a central descriptive measure, to describe a group of individuals. However,
this approach results in a loss of information inherent to the data, namely the variability
that it comprises. To address this issue, Symbolic Data Analysis (SDA)[2] was introduced,
which accounts for data with inherent variability. It is important to note that this vari-
ability may stem from either the recorded data itself or result from their aggregation. SDA
considers two types of aggregation: Contemporary, where data are recorded at the same
point in time and first-level units are not analyzed, and Temporal, where data is recorded
at different points in time for the same individual, but time is not a concern. A symbolic
variable Y is defined by a mapping

Y : E → B
i 7→ Y (i) = ξi

(1)

defined on a set E of statistical units. For a Histogram-valued variable Y , to each unit
i corresponds an histogram Y (i), that can be represented by the classical representation
of a Histogram HY (i) or its corresponding quantile function ΨY (i)(t) with t ∈ [0, 1]. The
Mallows distance is a suitable metric for assessing the similarity between distributions.
However, the quantile function representation of a Histogram-valued variable has certain
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limitations. Although it offers some algebraic benefits, using quantile functions means
working in a semi-vector space because λΨX(t) with λ < 0 is no longer a quantile function.
To address this issue in linear regression modeling, the Symmetric Distribution Model
(DSD)[1] was developed. The DSD uses, together with the observed quantile function
ΨX(t), the symmetric distribution −ΨX(1 − t) to overcome the constraints of working in
the space of the quantile functions.
In this study, we focus on a density-valued variable instead of a histogram-valued variable,
where each unit i is represented by its density or by the corresponding quantile function.
Working with continuous functions, we can employ Functional Data Analysis (FDA) ap-
proaches. Functional Linear Models (FLM)[3] are an extension of classical linear models
and can be categorized into three types: Scalar-on-function regression (where the response
is a scalar but the regressors are curves), Function-on-scalar regression (where the response
is a curve but the regressors are scalars), and Function-on-function regression (where both
the response and regressors are curves). As our problem involves a function-on-function
model, and we are using quantile functions to represent variables, we have a special case of
the model known as the Concurrent Model [3]. However, FLM cannot guarantee that the
functional response is a quantile function. Therefore, in this work, we consider an exten-
sion of the DSD model to continuous variables using a quantile function as the functional
response. We write the Linear Regression for Symbolic Density-valued Data as:

ΨŶ (i)(t) = v +
p∑

j=1

(
ajΨX(i)j

(t)− bjΨX(i)j
(1− t)

)
(2)

with v ∈ R, ak, bk ≥ 0 and t ∈ [0, 1]. We may obtain the regression coefficients by
minimizing the Sum of Squared Errors (SSE):

min SSE =
n∑

i=1

D2
M

(
ΨY(i)

(t),ΨŶ(i)
(t)

)
=

n∑

i=1

∫ 1

0

(
ΨY(i)

(t)−ΨŶ(i)
(t)

)2
dt

s.t. ak, bk ≥ 0, k = 1, · · · , p
(3)

The model was applied to a dataset of 31 European countries’ GDP between 1995 and
2022. The study focused on analyzing the behavior of the “Import Goods” component in
relation to the other four components. The previous findings showed a good fit. The next
step involves studying a penalized model and validating it through cross-validation.
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Analyzing compositional data using distributions
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In this study we transform the compositional data into directional data using
the square-root transformation. For clustering the compositional data, we ap-
ply to the directional data the identification of a mixture of distributions on
the hypersphere and for the classification of compositional data into predefined
groups, we apply Bayes rules to the directional data. We apply these methods
for analyzing several sets of compositional data and we compare our results
with those obtained using log-ratio transformations.

Keywords: compositional data, directional data, hypersphere

Compositional data are vectors whose components are non-negative values and constrained
to a constant sum, for example vectors of proportions that sum one. This type of data
arise in many areas, including Agriculture, Economics, Environment, Geology, Medicine
and Psychology.
The statistical analysis of compositional data was introduced by Aitchison [1] and has
received much attention lately. These data need to be transformed, before applying the
standard statistical techniques designed for the Euclidean space. The methods based on the
log-ratios of the components are the natural ways of analysing compositional data and this
type of transformations has been introduced in the literature for handling compositional
data ([1]). These transformations cannot be applied with zero components, without using
certain strategies, as for example those suggested in [1].
Alternatively, the square-root transformation can be used to transform compositional data
into directional data (unit vectors on the surface of the hypersphere), and then modeled
using distributions defined on the hypersphere. This transformation has the advantage of
allowing zero components to be analysed.
The statistics of directional data has also developed a lot in the last years (see for example,
Mardia and Jupp [4]) and many applications of directional data have arisen recently in the
areas of Machine Learning, Text Analysis, Bioinformatics, among others.
In this study for analyzing compositional data, we apply the square-root transformation
to the compositional data to obtain directional data. Then, we model the obtained data
using a distribution defined on the hypersphere, such as the Watson distribution defined
on the hypersphere or the von Mises-Fisher distribution (see [4]).
For clustering compositional data we identify a mixture of the distributions defined on the
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hypersphere and for the classification of compositional data into predefined groups, we use
the Bayes classification rules based on the distribution defined on the hypersphere.
We apply these methods to the compositional data sets already analysed by Korhonová et
al. [3], Filzmoser et al. [2] and Tsagris et al. [5] using other transformations. The results
obtained for these data sets with the square-root transformation are very satisfactory and
are similar to those obtained with other transformations for handling compositional data.
As the data sets analysed do not contain zero components, it would be also interesting to
consider data sets with zero components and compare the results obtained with the several
transformations.
Acknowledgements This work is financed by National Funds through the Portuguese
funding agency, FCT - Fundação para a Ciência e a Tecnologia, within the project
LA/P/0063/2020.
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The Random Survival Forest method is a non-parametric approach that can
be used for modeling time-to-event data in presence of censored data, by using
a censoring-specific splitting criterion providing an accurate estimate of the
survival function even when not all individuals have a known survival time.
This is one of the key strengths of the RSF algorithm, and sets it apart from
other machine learning algorithms that are not specifically designed for sur-
vival analysis. Unlike Cox proportional hazards regression, Random Survival
Forest, RSF, does not assume a particular distribution for the lifetimes or a
linear-exponential form for the treatment effects, allowing for a more flexible
modeling approach. However, Cox proportional hazards regression is generally
considered to be more interpretable compared to RSF, as the latter involves
building a large number of decision trees and combining their results to make
predictions.
The comparison of RSF and Cox proportional hazards regression can provide
insights into the strengths and limitations of each method and inform the choice
of the most appropriate method for a specific problem.
This work aims to present the Survival Forests methodology and apply it to
public domain data, and compare the results obtained with those resulting
from the Cox proportional hazards model, by using performance metrics as
prediction error curve, PEC, and the concordance index, c-index.

Keywords: lifetime, log-rank test, performance metrics, random survival forest

Cox proportional hazards regression model is a statistical technique for analyzing time-to-
event data. It was developed by David Cox in 1972 [2] and is widely used in various fields.
The model is based on the proportional hazards assumption, which states that the hazard
ratio (the risk of an event occurring at a given time) between two individuals remains
constant over time.
The application of Random Forests to censored lifetime data is a relatively recent devel-
opment in the field of survival analysis. Random Forests is a machine learning algorithm
for classification and regression that was introduced in 2001 by Leo Breiman [1]. In the
context of survival analysis, the algorithm Random Survival Forest, RSF, was introduced
by Ishwaran and Kogalur in 2008 [3] and it was adapted to handle censored data.
However interpretability is a key consideration in choosing a statistical method for survival
analysis, as it affects the ability to understand and communicate the results of the analysis.
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In this regard, Cox proportional hazards regression is generally considered to be more
interpretable, compared to RSF, providing a straightforward interpretation of the effect
of each predictor variable on the hazard of the event of interest. This makes it easy to
understand the relationship between each predictor variable and the risk of experiencing
the event. RSF, on the other hand, is a more complex and less interpretable method, as
it involves building a large number of decision trees and combining their results to make
predictions. It can be challenging to understand the relationship between the predictor
variables and the event of interest in an RSF model, as the relationship is likely to be more
complex and even non-linear.
To compare the survival times of two or more groups of individuals and determine whether
the survival times of the groups are significantly different or not, is commonly used the log-
rank test. The test works by dividing the total follow-up time into a series of intervals, and
counting the number of events (such as death) that occur in each interval. The observed
number of events in each interval is then compared to the expected number of events,
which is based on the overall event rate across all groups.
In the context of the RSF algorithm, the log-rank test is used as a censoring-specific
splitting criterion to determine the best way to split the data into subgroups during the tree-
growing process. The goal of the splitting is to create subgroups with as much difference
in survival times as possible, as determined by the log-rank test statistic.
In this work we use two commonly used measures to evaluate the performance of a Cox
proportional hazards model – prediction error curve and the concordance index.
A prediction error curve, PEC, shows the relationship between the predicted and observed
event times. The concordance index, c-index, is a measure of the model’s ability to rank
individuals by their risk of experiencing the event, such that those who experience the
event earlier are ranked higher. A value of 0.5 indicates that the model is not better than
random, while a value of 1.0 indicates perfect concordance.
RSF provided lower prediction error compared to Cox proportional hazards regression and
also provided higher c-index values. However, one must be caution, and more simulation
studies have to be done with several different conditions on covariates, including non-linear
relationships and interactions between variables, because the performance of RSF and Cox
proportional hazards regression may vary depending on the data.
Acknowledgements This work was supported by Portuguese funds through the CMAT
within projects UIDB/00013/2020 and UIDP/00013/2020.
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How much time do we spend on the sofa?

António Balau1, Fábio Rodrigues1, Sofia Ribeiro1, Cristina Lopes2, Cristina
Torres2 Lurdes Babo2, Isabel Vieira2

1 ISCAP, Polytechnic University of Porto, csofiamarquesr@gmail.com,
j.balau@gmail.com, fabiosereno.rs@gmail.com
2 CEOS.PP, ISCAP, Polytechnic University of Porto, cristinalopes@iscap.ipp.pt,
ctorres@iscap.ipp.pt, lbabo@iscap.ipp.pt, mivieira@iscap.ipp.pt

This study seeks to quantitatively and qualitatively analyse individual use of
a common type of furniture present in our homes and life: the sofa (or couch).
A questionnaire was developed to gather data, and the statistical analysis ad-
dressed the relationship between the use of the sofa and the professional situa-
tion of each individual, the time of usage, and the days of greatest use.

Keywords: sofa, leisure time, hypothesis tests, correlation, factor analysis

The sofa assumes a relevant role in terms of rest, leisure and social life, and its importance
for the individual changes according to the demographic, social and family nature of each
user[1]. The aim of this study is to understand the habits of using the sofa. As research
methodology, the first phase was the elaboration of a questionnaire to collect data on the
use of the sofa. It contained 21 questions, qualitative, quantitative and in Likert scale.
Data collection was carried out using the Google Forms tool, obtaining 258 responses, of
which 256 were considered valid. The next phase consisted of applying the most appropriate
quantitative methods to analyse the data, with the statistical software IBM SPSS.
The research hypothesis were:
Hypothesis 1: There are significant differences in the number of hours per day we spend,
on average, on the couch, depending on marital status.
Hypothesis 2: There are significant differences in the number of hours per day we spend,
on average, on the couch, depending on the professional situation.
Hypothesis 3: There are significant differences in the number of hours per day we spend,
on average, on the couch, depending on age.
The majority (96%) of respondents reported to have a sofa. In the sample, 64% were
female and 35.6% were male, aged between 16 and 78 years. The majority (57.8%) were
married, followed by single people (32.8%). Monday tends to be the day with the least use
of the sofa (24 responses) and Sunday is the day of greatest use (205 responses). 86.59% of
the respondents use the sofa essentially between 20:00 and 24:00. On average, respondents
spend 1.64 hours per day on the couch (1h38m). Through ANOVA and t-tests, it was
concluded, with a significance level of 5%, that there are no significant differences between
the mean number of daily hours spent on the sofa regarding the Marital Status categories.
Therefore, hypothesis 1 is not confirmed.
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Hypothesis 2 was validated through 95% confidence intervals and hypothesis tests. It
was concluded that retired people and unemployed people spend more hours on the couch
than full time active people, which may make sense considering that they have more time
available to be on the couch.
Hypothesis 3 was confirmed with regression: Yi = 1.530 − 0.266X1i + 0.014X2i + εi, where
Y is the hours spent on the sofa, X1 is how many people share the sofa with, X2 is age
and ε the residuals. It was concluded that, for the same age, when the number of people
sharing the sofa increases by one, the time spent on the sofa decreases by approximately
16 minutes (p=0.001) and that, for a person who is 1 year older sharing the sofa with
the same number of people, the time spent on the couch increases by approx. 1 minute
(p=0.022).
The reliability of the questions about the uses of the sofa was measured by Cronbach’s
alpha (α = 0.675). A factor analysis was performed to form 2 groups with strongly related
variables. After orthogonal rotation (Fig.1), Factor 1 represented the recreational uses
(using the cell phone, watching TV, sleeping and resting) and Factor 2 represented the
biological and intellectual uses (reading and eating).

Figure 1: Factor analysis of the purposes for which the sofa is used

We can conclude that the heterogeneity is large and that people use their sofa for various
purposes; mostly to watch TV, use the cell phone and rest; on the contrary, fewer people
use the sofa to play, eat and study. The study allowed to understand that the time spent
on the couch differs according to job situation, age, and the number of people that the sofa
is shared with.
Acknowledgements This work is financed by portuguese national funds through FCT - Fundação
para a Ciência e Tecnologia, under the project UIDB/05422/2020.
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The relationship between the number of road accidents with casualties, the
level of economic activity, and the number of beneficiaries of the social disabil-
ity pension is studied using cluster analysis, applied to a sample of 46 munic-
ipalities in the northern region of Portugal. The results allow the grouping of
municipalities into two clusters using the between-groups linkage method with
squared Euclidean distance. Cluster 1 municipalities are predominantly located
in the region’s hinterland and have a lower number of companies, road accidents
with casualties and disability pensioners compared to Cluster 2 municipalities.
This study aims to give a contribution to local governments’ decision-making
process in order to enhance the economic activity, reduce the region’s human
desertification, and improve municipal road conditions.

Keywords: clusters analysis, hierarchical method, social disability pension, small munic-
ipalities, road accidents

The desertification of the hinterland of Portugal increased in the last decade. Living in
the interior of the country presents many challenges, one of which is the lack of jobs
in quantity and quality. Also, depending on where people live, the absence or reduced
frequency of transport is a problem. There is a need to have your own vehicle for almost
all activities that require travel, since the low population density has a negative impact on
the availability of public transport. On the other hand, the more remote the location is,
the worse the road networks tend to be. This work focuses essentially on the real problem
of the beneficiaries of social disability pensions, that are unable to benefit from their work
earnings, in result of accidents or even illness, and so they are also deprived of better
living conditions. In the analysis of the case under study, the data was retrieved from the
Statistical Yearbook of the Northern Region 2018 [1]. The goal was to analyze only the
small municipalities (with a population of less than 20,000 inhabitants), which resulted in a
total of 46 municipalities. In this study, multivariate analysis (cluster analysis) was used in
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order to characterize the small municipalities of the northern region of Portugal regarding
the number of existing companies (as a proxy of the economic activity), the number of
road accidents with casualties and the number of beneficiaries of social disability pension.
Combining the different variables through the various agglomerative clustering methods,
it was concluded that the between-groups linkage method with squared Euclidean distance
was the one that obtained a dendrogram that better distinguished the formed clusters.
Two clusters were generated, and the geographic location of each cluster can be seen in
Fig.1 (Cluster 1 in yellow and Cluster 2 in green).

Figure 1: Cluster 1 and Cluster 2 Municipalities.

It was found that the municipalities that are part of Cluster 1 comprises the innermost
municipalities, with few road accidents with casualties, not many disability pensioners and
with a small number of companies when compared with Cluster 2. This study allowed to
notice that for the municipalities in Cluster 1 it is important to boost the economic activity
by increasing the number of companies and, consequently, augmenting job opportunities.
On the other hand, regarding Cluster 2, although the number of companies is higher, in
order to reduce the number of beneficiaries due to disability, it is important to improve
road conditions and thus cut down road accidents. This study points out some indicators
that local governments should monitor to improve decision-making.
Acknowledgements This work is financed by portuguese national funds through FCT -
Fundação para a Ciência e Tecnologia, under the project UIDB/05422/2020.
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Climate change and its consequences are one of the dominant themes today.
One of the most obvious consequences of global warming is the tendency for
the rise of the sea. In this work, it is intended to extend studies already carried
out at the Hydrographic Institute on the mean sea level rise using time series
analysis to tide records from the port of Viana do Castelo which shows a rising
trend with no evidence of any acceleration.

Keywords: time series models, mean sea level, tide gauge records, seasonality, sea level
trend

The rising trend of the mean sea level (MSL) has been studied for several decades at a
global level, with studies identifying upward trends in the MSL oscillating between 1.5-3.2
mm/year during the 20th and early 19th centuries. In recent years we have heard about
floods, landslides, as well as increased levels of coastal erosion. There is currently great
concern about the rise of the MSL because this phenomenon has, on a global scale, a great
impact on humanity, namely on economic and social activities [3]. This is particularly true
for Portugal; in 2008, the distribution of the population living in coastal regions compared
to the national population was 83% [4].
Sea level rise is primarily caused by two factors associated with global warming: water
added by melting polar ice caps and the expansion of sea water as it warms [2]. This
work addresses sea level change from tide gauge data instaled in Viana do Castelo. The
long serie of data allowed us to determine that the mean sea level is rising, in Viana do
Castelo, the increase was 123 millimeters in 30 years of analysis, which corresponds to a
trend of 2.86 ± 0.89 mm/ year [1]. The tendency for the average level to rise was deduced
through linear regression and the result was further compared with that obtained through
the autoregressive neural network model. The characteristic monthly average levels were
also calculated, and the existence of seasonality throughout the year was verified (Figure
1).
Significant annual and semi-annual variations in mean sea level have been observed due to
changes in atmospheric pressure, water density and ocean circulation. In summary, during
the summer months variations in water density tend to predominate and in the winter
months variations of meteorological origin [5].
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Figure 1: Behavior of mean sea levels throughout the year in Viana do Castelo(1984 to
2015).
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In the paradigm of “Industry 5.0”, contributing to more human-centric and
resilient industries, human-like motion is a key feature for intuitive human–
robot interactions. Here, simulated reaching movements of a humanoid robot
are analyzed in order to evaluate its accordance with a well-known regularity of
human arms’ movements – the one-sixth power law (1/6-PL). Specifically, non-
linear regression models are considered for obtaining the slope in the log-space
of these movements. Results suggest that the movements reflect the 1/6-PL.

Keywords: non-linear regressions, ANOVA, Kruskal-Wallis test, humanoid robots, reach-
ing movements

The one-sixth power law (1/6-PL) is a regularity between the velocity and the geometry
of a hand path found in studies on human arm motor control. This law was introduced
by Pollick et al. in [3] and states that the tangential velocity of the hand, v, is inversely
related to the one-sixth power of the square of the curvature, k, multiplied by the torsion,
τ , i.e. v = α (k2|τ |)−1/6.
Here, 600 unconstrained reaching movements of a humanoid robot, generated using the
Human-like Upper-limb Motion Planner (HUMP), proposed in [1], are statistically ana-
lyzed. Specifically, the kinematics of a robotic hand is studied to identify the similarities
with the 1/6-PL, demonstrating that the HUMP algorithm is capable of consistently plan-
ning human-like hand trajectories that obey the 1/6-PL. Assuming that the exponent of
the 1/6-PL is unknown, the constant α and the exponential γ are obtained by applying
the logarithm transformation and the approximately least-squares regression values can be
found by linear regression in the log-space: log (v) = log (α)−γ log (k2|τ |). This expression
expresses a proportional relationship between the logarithm of the tangential hand veloc-
ity, log(v), and the logarithm of the square curvature multiplied by the torsion, log(k2|τ |).
This equation also constrains the relation between curvature and torsion of the movements.
Six sessions of 100 movements each, were generated by the HUMP planner, with the
position of the target’s hand randomly selected from a 50 cm×60 cm×60 cm paralelepipedal
in front of the robot. From these, the points with curvature, k, very close to zero were

21 April, 10:40 - 11:00, Hall of Library Barbosa Romero

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

129



excluded to avoid numerical problems in the calculus of the logarithm, and points with
absolute torsion, τ , less than 2 m−1 were excluded in order to avoid unreal cups raised
when the torsion changes sign [3]. The linear regression models were validated and residual
analysis was performed, for a significant level of α = 1%, using RStudio (version 1.4.1106)
and R Statistical Software (version 4.0.5) [4]. A total of 367 movements (56 and 57 for
sessions 3 and 5; 63 for sessions 4 and 6; and 64 for sessions 1 and 2) yield valid models,
therefore only these movements were analyzed.
Coefficients of determination, R2, between 0.8713 and 0.9939 were obtained. This expresses
the high explainability of the obtained models. In fact, 87.13% to 99.39% of the variability
of the logarithm of the hand velocity, log(v), is explained by log(k2|τ |).
For both the parametric ANOVA test (p-value=0.131) and the non-parametric Kruskal–
Wallis test (p-value= 0.160), no significant differences between the slopes of the regressions
estimated for the six sessions were found. A similar analysis was performed to infer if there
were significant differences between the bias for all planned movements. No significant
differences (α = 1%) were found for the mean (p-value=0.202> 0.01) and the median (p-
value=0.288> 0.01). Thus, the 367 movements of the six sessions were analyzed together.
The estimated slopes, i.e. γ, are all negative and mostly concentrated between -0.21
and -0.195. The maximum slope was approximately −0.1788 < −1/6, only three of the
regressions present γ ≥ −0.18 and 1% have slopes ≥ −0.1839. Further, the average values
of the slope, γ, were approximately −0.202. Note that, the 99% confidence interval was
[−2.02,−0.201], which does not include -1/6. However, similar results were also observed in
human experiments. Specifically, in [3] the slopes range between -0.21 to -0.15 for different
human subjects.
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FCT - Fundação para a Ciência e Tecnologia through project UIDB/04728/2020. This work
has been partially supported by project “I-CATER - Intelligent Robotic Coworker Assistant
for Industrial Tasks with an Ergonomics Rationale” (Ref PTDC/EEI-ROB/3488/2021),
financed by FCT with national funds through the state budget.

References

[1] G. Gulletta, E. Costa e Silva, W. Erlhagen, R. Meulenbroek, M. F. Costa, and E. Bicho.
A human-like upper-limb motion planner: Generating naturalistic movements for humanoid
robots. International Journal of Advanced Robotic Systems, 18, 2021.

[2] J. Maindonald and J. Braun. Data Analysis and Graphics Using R: An Example-Based
Approach. Cambridge University Press, 3rd edition, 2010.

[3] F. E. Pollick, U. Maoz, A. A. Handzel, P. J. Giblin, G. Sapiro, and T. Flash. Three-
dimensional arm movements at constant equi-affine speed. Cortex, 45:325–339, 2009.

[4] R Core Team. Computational Many-Particle Physics, volume 739 of Lecture Notes in Physics.
Vienna, Austria, 2017.

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

130



Application of data reduction methods in the creation
of SoResilere – Social resilience index applied to flood
affected municipalities
Rita Jacinto1, Fernando Sebastião2, João Ferrão3, Eusébio Reis4
1 Centro de Estudos Geográficos, Instituto de Geografia e Ordenamento do Território,
Universidade de Lisboa and Laboratório Associado Terra, Lisboa, Portugal,
ritajacinto@edu.ulisboa.pt
2 LSRE-LCM - Laboratory of Separation and Reaction Engineering – Laboratory of
Catalysis and Materials, Polytechnic of Leiria and ALiCE - Associate Laboratory in
Chemical Engineering, Faculty of Engineering, University of Porto and School of
Technology and Management, Polytechnic of Leiria, Portugal, fsebast@ipleiria.pt
3 Instituto de Ciências Sociais, Universidade de Lisboa (ICS-UL), Lisboa, Portugal,
joao.ferrao@ics.ulisboa.pt
4 Centro de Estudos Geográficos, Instituto de Geografia e Ordenamento do Território,
Universidade de Lisboa and Laboratório Associado Terra, Lisboa, Portugal,
eusebioreis@edu.ulisboa.pt

SoResilere is the first Social Resilience index applied to Portuguese flood dis-
aster affected municipalities. Official statistics were not sufficient for the data
needs and therefore categorical data were created. Principal Component Anal-
ysis and Categorical Principal Component Analysis were applied to the quanti-
tative and categorical datasets respectively, which resulted into two subindexes.
SoResilere index is the combination of the subindexes. SoResilere spatial dis-
tribution was mapped with and without component weighting.

Keywords: social resilience, resilience index, floods, municipalities resilience assessment,
principal component analysis

Climate change effects on the frequency and intensity of climate-related events, such as
floods, which have been very destructive, are expected to worsen in Portugal [3]. Social
resilence is an emergent scientific field, wich aims to support disaster risk governance.
A relevant percentage of assessments (40%) are qualitative, as referred by studies which
revised almost two hundred articles on this topic [1]. There are several studies on the
social aspects of floods, but few have been developed at municipality level. In Portugal,
SoResilere, the first flood social resilience index, was built and applied to portuguese flood
disaster affected municipalities. Figure 1 presents SoResilere index methodology as well
as the workflow to its creation. Based on Jacinto et al. (2020) [2], six flood resilience
dimensions were considered: (1) Individuals, (2) Society, (3) Governance, (4) Built En-
vironment, (5) Natural Environment, and (6) Disaster. Two datasets were obtained and
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data dimension reduction methodologies such as Principal Component Analysis (PCA)
and Categorical Principal Component Analysis (CATPCA) were applied, resulting into
two subindexes.

Figure 1: SoResilere methodological scheme

The results with PCA involved six retained principal components, explaining 67.197% of
the total variance and the results with CATPCA included five retained principal com-
ponents, explaining 78.975% of the total variance. In order to better explore the SoRe-
silere results, the subindexes were calculated and mapped with and without component
weighting. Component weighting did not affect the results of 55.5% of the municipalities.
Although SoResilere status improved in 22.22% of the case studies with component weight-
ing, no evidence was found on component weighting benefits since there were no spatial
associations between the status changes and the case studies.
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The Sustainable Development Goals (SDG) for 2030 is a project from United
Nations, for all countries, regions and institutions, for peace and prosperity for
people and the planet. The focus of this study is SDG11 – Sustainable Cities
and Communities – and it is centered on the municipalities in the region of
Alto Minho. Based on the similarities and differences between municipalities,
a performance analysis was carried out, as a tool to inform how much effort is
need to achieve the goal.

Keywords: SDG11, Alto Minho, regional performance, cluster analysis

Sustainable Development Goal 11 (SDG11), also known as ”Sustainable Cities and Commu-
nities” aims to make cities and human settlements inclusive, safe, resilient, and sustainable.
This goal is important because cities are where most of the world’s population lives and
will continue to grow, with over two-thirds of the global population expected to live in
urban areas by 2050. This means that cities have a significant impact on people’s quality
of life and the environment.
Inclusive cities provide access to basic services and opportunities to all, regardless of in-
come, race, or other factors. Safe cities reduce crime and violence and promote peace and
security. Resilient cities are better able to withstand and recover from natural disasters
and other shocks, such as pandemics. Sustainable cities reduce greenhouse gas emissions,
promote sustainable transport and urban planning, and protect the natural environment.
Achieving SDG11 will require collaboration between different levels of government, the
private sector, and civil society. This includes improving urban planning and management,
promoting green and public spaces, and improving access to affordable housing, transport,
and basic services. By making cities more sustainable, we can improve the lifes of billions
of people and reduce the environmental impact of urbanization.
Through the database provided by ODSLocal platform [?], there were selected 9 indicators
for SDG11, for the year of 2020. The choice of these indicators is related to the availability
of data, discretized until the municipality level.

21 April, 10:40 - 11:00, Hall of Library Barbosa Romero

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

133



Due to have different indicators unity to measurement, some data is in different orders of
magnitude. Example given, the Municipalities’ expenditure on biodiversity and landscape
protection per inhabitant has a scale associated with €/hab. Therefore it was necessary
to normalize the data, becoming each indicator score between 0 and 100 [?].
A cluster analysis was carried out, using the Hierarchical Cluster Analysis method [?]. This
is a general approach to cluster analysis, with the main goal to group together objects
(in this case, regions) that are close to another in term of indicators. In this case, it
was selected the single linkage, where the distance between two clusters is the minimum
distance between members of the two clusters. The results were obtained through IBM
SPSS v27.

Figure 1: Dendogram of municipalities

Figure 1 shows the dendogram of the municipalities, using the data from SDG11. Melgaço
is a municipality that stands out, because it is the region that is near to achieve the
majority of the 9 indicators expected to 2030, while Paredes de Coura, Ponte da Barca e
Ponte de Lima are the ones that have to make additional efforts to trace the path.
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The present study aims to analyse gender equality in wages in Portugal using
data available in Pordata, for the period 1994-2020. The idea is to verify
whether the average weekly working time is decisive for defining the value of
the salary, if there is a correlation between the value of the base salary and
the number of people with a higher education degree and, finally, whether
more men and women with a higher education degree influences their income.
Various statistics technics were performed using IBM SPSS Statistics, version
28.0. The results obtained enable to state that the world of work in Portugal
is unfair to women with higher education.

Keywords: gender equality, wages, data analysis, higher education

After decades of work and dozens of equal payment laws, in many professions and positions
where men and women do the same job, women still continue to earn less than men.
Despite considerable progress in combating gender inequality, with support from various
initiatives, in practice the data are still unfavorable, considering the average earnings of
women compared to men. At the United Nations World Economic Forum held in 2020,
the gender pay gap was estimated to reach 23%. Was also revealed that, considering the
current situation, it would only be possible to have equal pay between genders in 257 years
[3]. In an attempt to reverse this, the UN inserts Gender equality among the 17 Sustainable
Developement Goals: “Goal 5 - Achieve gender equality and empower all women and girls”
[3]. The European Union also dealt with equality of remuneration in the Treaty of Rome,
which came into effect in 1958 [2]. The European Institute for Gender Equality was created
in 2010 with the aim of strengthening the promotion of gender equality in the EU, as a
tool for making policies and measuring the progress through the Gender Equality Index.
This measurement is performed every year with a score of 1 to 100 for all Member States,
where a score of 100 means that equality between men and women has been achieved [1].
According to this index, Portugal currently occupies the 15th position, with a score of 62.8
out of 100. With this score, Portugal is 5.8 points below the EU average.
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The data for this study was collected in the Pordata database [4], for the period between
1994 and 2020. The nine variables used are: Higher Education Graduates, Number of peo-
ple enrolled in higher education, Monthly Average Base Remuneration, Average Monthly
Earning, Male Ratio of the Employed Population, The number of men per 100 women,
Employed Population, Higher Education Level Unemployed Population, Average Weekly
Duration of Work, Active Population.
The results of the exploratory descriptive analysis indicate that, in average, for each grad-
uated man, there are 1.6 women who are also graduates of higher education, which means
that in Portugal there are more women completing higher education than men. A similar
proportion also occurs among those enrolled in higher education for every man enrolled,
there are 1.2 women also enrolled in higher education. Although women are better quali-
fied, the average monthly base salary, i.e. the amount that men are entitled to receive for
a month of work is 22.55% higher than that of women. The difference is even greater when
analysing the average earnings, that is, the amount paid by the employer to the workers,
adding overtime, vacations, bonuses, among others.
Through ANOVA and t-tests, it was concluded, with a significance level of 1%, that there
are significant differences between the Average Base Remuneration, Average Earning and
Average Weekly Duration of Work for men and women. Discriminant analysis was also
used to understand the effect that these variables had on the difference between genders,
with all variables having proved to be statistically significant (p < 0.001) to discriminate
between genders over the years under study.
This study confirmed that, in Portugal, between 1994 and 2020, there are more women
with higher education degrees than men, but their wages are much lower.
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We examined the phenomenon of mobbing among Portuguese Accounting Pro-
fessionals, by measuring mobbing behaviour using items from the Leymann
Inventory of the Psychological Terror Scale (LIPT). In this study, nonpara-
metric tests were used to assess the hypothesis of association between LIPT
scale items and socio-demographic characteristics such as Gender, Years in the
profession, Academic Degree and Institutional Bound. This characterization
allowed us to verify that, in general, professional accountants do not experience
mobbing in their workplace, however, some items were identified as of greatest
concern.

Keywords: mobbing, LIPT scale, accounting professionals

The term mobbing was initially introduced in Sweden by Leymann, [1], and it means the
act of harassing or psychologically terrorizing other people in the workplace. Leymann
Inventory of Psychological Terror (LIPT) Scale was validated for Portuguese Accounting
Professionals in 2021, [2]. The LIPT scale has five main dimensions, namely: 11 items
of Self Expression Effects (SEE); 7 items Occupational Situation Effects Quality of Life
(OSEQL); 5 items of Self Contacts Effects (SCE); 15 Social Reputation Effects (SRE)items;
and 7 Health Effects (HE) items. A sample of 419 Portuguese Accounting Professionals was
studied, and Chi-square tests were performed, to determine which scale LIPT items were
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associated with Gender (G), Accounting years (Y), Academic degree (D) and Institutional
Bound (I). Mann-Whitney U and Kruskal-Wallis tests, with Dunn’s multiple comparisons,
were applied to compare medians between two or more than two independent groups,
respectively. The significance threshold was set at 0.05.

The results from significant nonparametric tests showed that the following items were of
main concern and were associated with the demographic characteristics (G, Y, D, I):
Your superior restricts the opportunity for you to express yourself (SEE1-I); You are
constantly interrupted (SEE2-I); Colleagues restrict your opportunity to express yourself
(SEE3-Y); Written threats are sent (SEE9-I); Contact is denied through looks or gestures
(SEE10-I,Y); Contact is denied through innuendo (SEE11-I); People do not speak with you
anymore (SCE1-I,G); You cannot talk to anyone; Access to others is denied (SCE2-I,G);
You are treated as if you are invisible (SCE5-I); People talk badly about you behind your
back (SRE1-I); Unfounded rumors about you are circulated (SRE2-I); You are ridiculed
(SRE3-I); Supervisors take away assignments so that you cannot create new tasks to do
(OSEQL2-I); You are given meaningless jobs to carry out (OSEQL3-D,I); You are given
jobs that are below your qualifications (OSEQL4-D,I); You are continually given new tasks
(OSEQL5-D,I); Threats of physical violence are made (HE2-I); Damaging your workplace
or home (HE6-D).

Although mobbing in accountancy profession is scarce, mobbing behaviors at workplace
need attention. The assessment of the various factors of mobbing in the workplace allowed
to verify which are the main concerns of professionals for a future reflection about mobbing
in the workplace and how that influences the psychological climate and social life of workers.
In addition, this work provided global information and allowed to perceive intensity of the
set of behaviors and strategies of mobbing suffered by individuals.
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This paper presents a study on the birth rate in Portugal. The quantitative
data analysis of 308 municipalities concludes that the variables “live births of
mothers residing in Portugal with Portuguese and foreign nationality”, “fertil-
ity rate of the various age groups”, “live births of mothers residing in Portugal
according to their level of education” and “births by gender” are strongly cor-
related, presenting common factors that significantly influence the birth rate.

Keywords: birth rate, correlation, factor analysis

A study carried out by the Francisco Manuel dos Santos Foundation [3] concluded that
around 25% of individuals expect to have only one child. Those with a higher level of
education, generally become parents later. However, women with higher levels of education
show a greater intention to have a larger number of children, despite actually having fewer.
The Portuguese population has been decreasing, and since 2011, Portugal has lost around
196,000 inhabitants. Exceptions to this trend occurred only in the years 2019 and 2020. In
2019, the Portuguese population increased compared to 2018 by about 19,300 inhabitants
and 75,700 inhabitants when the years 2020 and 2019 are compared. However, this growth
is not due to the increase in the birth rate among the Portuguese population, but mainly,
to the positive migration balance [2].
The data in this work were collected from the PORDATA database [1] considering 308
municipalities in Portugal. The study considered 17 variables related to live births of
mothers residing in Portugal, with Portuguese and foreign nationality and according to
their level of education; fertility rate for various age groups and, births by gender.
ANOVA and t-tests allowed to conclude, with a significance level of 1%, that there are
significant differences between the average live births of Portuguese and foreign mothers
living in Portugal. Obviously, the average number of births of Portuguese mothers is higher
than that of foreign mothers. Furthermore, significant differences were observed between
the average fertility rate by age, with the highest value in the 30-34 age group. Concerning
the level of mothers’ education, significant differences were found where mothers with
higher education exhibiting a high average score. Regarding the number of births by
gender, the study concluded that, on average, more boys were born than girls and this
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difference is statistically significant (p-value < 0.001).
A factor analysis with VARIMAX rotation was performed producing 4 factors. The scree
plot (Figure 1) and the Kaiser’s criterion were used to determine the number of factors
to be retained. These factors represented the mother’s education; the fertility rate at

Figure 1: Factor analysis scree plot

extreme ages; the fertility rate in the 25-29 age group and the fertility rate in the 20-24 age
group. However, it should be highlighted that there are factors with a very small number
of variables, namely the 3rd and the 4th factors.
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To assess the facets of burnout to which security services workers are exposed,
a survey was carried out in a Portuguese public institution using the Shirom
Melamed Burnout Measure (SMBM). A reflective theoretical Structural Equa-
tion Model (SEM) was proposed, and the consistent Partial Least Squares
(PLSc) estimator was applied to mimic common factor model results. The ex-
ogenous latent construct ’emotional exhaustion’ has a direct positive effect on
constructs ’cognitive weariness’ and ’physical fatigue’, but it also has an indi-
rect effect on the last through the mediator construct ’cognitive weariness’. The
estimated path model shows high predictive quality of the human perceptions,
after applying the PLSpredict technique.

Keywords: latent variables, ordinal manifest variables, psychosocial risks, survey, well-
being

In a Portuguese public institution, the security service workers are exposed to a lot of
human contact and experience stressful moments during their workday. This situation
can lead to ’mental exhaustion’, which is the core component of burnout, and it is re-
lated with ’cognitive weariness’ and ’physical fatigue’. A survey was conducted using a
Portuguese version of the internationally validated Shirom Melamed Burnout Measure
(SMBM) [1, 2], with 14 variables expressed in an ordinal scale of seven categories. These
observed/manifest variables operationalize the burnout multidimensional construct, which
consists of the ’emotional exhaustion’, ’cognitive weariness’ and ’physical fatigue’. We
proposed a hypothetical structural path model, consistent with the specialized literature
and expressing a priori perceptions about the causal relationships between those latent
constructs, where ’physical fatigue’ is the target latent variable. A sample (primary data
with no missing values) of 115 workers was obtained and to estimate the reflective (i.e.,
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with relationships from the latent constructs to the manifest variables) Structural Equation
Model (SEM) we used the consistent Partial Least Squares (PLSc) estimator, which applies
a correction for attenuation to consistently estimate SEM with common factors [4, 3]. The
nonparametric PLSc-SEM method maximizes the explained variance of endogenous con-
structs, does not consider distribution assumptions and works well with small sample sizes.
The main results reveal that the latent constructs ’emotional exhaustion’ and ’cognitive
weariness’ have statistical significant effects on ’physical fatigue’. From the application of
the novel PLSpredict technique, we conclude that the model has high predictive power,
since none of the manifest variables of the target latent construct ’physical fatigue’ in
the PLSc-SEM analysis yields higher prediction errors compared to the naïve LM (linear
model) benchmark, in terms of RMSE (root mean squared error) and MAE (mean absolute
error). The frequent monitoring of psychosocial risks in the workplace is recommended in
order to ensure the well-being and satisfaction of workers, so that they can have a high-
quality professional performance. We hope that the results achieved in this study can
contribute to a better understanding of the state of burnout in security service workers.
Acknowledgements This work is funded by national funds through the FCT - Fundação
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The use of the EM, CEM and SEM algorithms for

fitting finite mixtures of linear mixed models: a
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In this work we compare the performance of the Expectation-Maximization
(EM), Classification Expectation-Maximization (CEM) and Stochastic Expecta-
tion-Maximization (SEM) algorithms in the estimation of the parameters for
finite mixtures of linear mixed models. In order to evaluate their performance,
we carry out a simulation study. The results show that the CEM algorithm is
the least computationally demanding algorithm, although the three algorithms
provide similar maximum likelihood estimates for the parameters.

Keywords: mixture models, maximum likelihood estimation, iterative algorithms, simu-
lation study

Finite mixture models are a well-known method for modelling data that arise from a het-
erogeneous population. In regression analysis, it has been a popular practice for modelling
unobserved population heterogeneity through finite mixtures of regression models. Within
the family of mixtures of regression models, finite mixtures of linear mixed models have
also been applied in different areas of application since, besides taking into account the het-
erogeneity in the population, they also allow to take into account the correlation between
observations from the same individual (see McLachlan and Peel [3]).
One of the main issues in mixture models regards the estimation of the parameters. The
maximization of the log-likelihood function in mixture models is complex, producing in
many cases infinite solutions whereby the maximum likelihood estimator may not exist, at
least globally. In order to solve the problem, it is common to resort to iterative methods
in the estimation of the parameters, in particular to the Expectation-Maximization (EM)
algorithm (Dempster et al. [1]).
In the attempt to overcome the slow convergence and the selection of initial values by
the EM algorithm, several modified versions of this algorithm were developed over the
years, the most relevant being the Classification Expectation-Maximization (CEM) and
the Stochastic Expectation-Maximization (SEM) algorithms (see Novais and Faria [4]).
The CEM algorithm incorporates a classification step, C-step, between the E- and M-
steps, which consists of assigning each observation to one of the components of the mixture
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model, the one that corresponds to the maximum posterior probability. On the other hand,
the SEM algorithm incorporates a stochastic step, S-step, between the E- and M-steps,
which consists of simulating a realization of the unobserved indicator for each individual,
by choosing it randomly from its conditional distribution.
In this work we compare the performance of the three algorithms in the estimation of the
parameters of mixtures of linear mixed models through a simulation study under different
configurations. These configurations concern the variation of the number of components,
the sample size, the number of fixed-effects and the error distributions. For this, we analyse
the computational effort of each algorithm by studying the mean number of iterations nec-
essary to achieve convergence, we analyse two statistical properties of the estimators (the
bias and the mean square error (MSE)) and we also analyse goodness of fit by computing
the root mean-squared error of prediction (RMSEP) through 10-fold cross-validation.
Based on the mean number of iterations for convergence, we conclude that the CEM
algorithm always converge in fewer iterations than the EM algorithm, whereas the slow
convergence of the SEM algorithm can be a drawback to its use. On the other hand, the
bias and MSE of the parameter estimates for the three algorithms show that the three
algorithms present approximately the same behaviour, with all the estimates having small
bias and MSE.
Finally, for the study of the goodness of fit, the values of the RMSEP show that, although
once again the three algorithms perform in a similar way, the SEM algorithm performs
generally better whenever the error variance increases and, on the other hand, it seems
that both the EM and the CEM algorithms perform better for smaller error variances.
In conclusion, in our simulation study it can be seen that the three algorithms provide
similar maximum likelihood estimates for the parameters, both in the sense of lower bias
and MSE and in the sense of goodness of fit. However, the CEM algorithm is the less
computationally demanding algorithm out of the three algorithms, that is, it is always the
one converging in fewer iterations, so we reccommend its use in every situation.
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Companies are becoming more focused on understanding their customers to
improve customer satisfaction and consequently customer loyalty and thus in-
crease sales. The Net Promoter Score (NPS) is a widely adopted measure of
customer loyalty and predictor of sales growth.

This study had the goal of classifying the customer’s Net Promoter Score (NPS)
class of a given retail company. Namely, predict the customer as a Promoter,
Passive or Detractor, through the use of Data Mining (DM) techniques, as well
as determine the most important variables and thus understand which effects
can impact the customer’s classification.

Keywords: net promoter score, data mining, classification, decision trees, random forests

Reichheld [4] proposed the concept of Net Promoter Score (NPS) as a metric that mea-
sures the likelihood of an existing customer recommend a company to another prospective
customer. The author claimed that the willingness of a customer to make a recommen-
dation to friends or colleagues would determine customer loyalty and consequently the
company’s growth. NPS is derived from a single question: ”How likely is that you would
recommend company X to a friend or colleague?”, on a scale of 0 to 10, where 0 means
“Not at all Likely” and 10 means “Extremely Likely”. The customers are then categorized
into three groups of survey responders depending on the range of their NPS: Promoters
(9–10), Passives (7–8) and Detractors (0–6).
This study’s project was developed in a major Portuguese food-based retailer for one
of their non-food stores. The data analysed is a combination of survey and loyalty card
data, which combines customers’ promoter scores, their characteristics and their purchasing
habits.
We propose a Data Mining approach to the NPS multi-class classification problem. Ini-
tially, due to the discrepancy of the customer feedback which resulted into an extremely
imbalanced dataset, several resampling techniques, namely Random Oversampling, Ran-
dom Undersampling and Synthetic Minority Oversampling Technique (SMOTE) [2], are
applied to handle class imbalance. Two different machine learning algorithms are used:

22 April, 11:20 - 11:40, Hall of Library Barbosa Romero

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

145



a baseline algorithm of Decision Tree (DT), and an ensemble learning of Random Forest
(RF) [1]. Overall, the results from both methods indicate a poor predictive performance,
with low AUC values.
Through the RF model, the importance of each variable in the prediction can be analysed
[3]. The most relevant variables are variables related to the customer account longevity,
the customer’s age and variables related to the store traffic and customer’s transactions
for different periods of the day, during the week and the weekend.
In order to understand why the RF model is behaving more erroneously, an error analysis
is performed. The results show that the classifier has difficulty distinguishing the minority
classes, namely, the Detractors and Passives, but it has good performance in predicting the
class Promoters. We are also able to determine that the Detractors seem to be unsatisfied
customers, with bad shopping experiences.
In a business sense, this methodology can be leveraged to distinguish the Promoters from
the rest of the consumers, since the Promoters are more likely to provide good value in long
term and can benefit the company by spreading the word for attracting new customers.
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Predicting corporate insolvency is vital to the economies of all nations. Nu-
merous statistical models for predicting insolvency have been introduced and
evaluated in a variety of scenarios. Using data from 2017, 2018, and 2019, this
study applies the logistic regression model and its ridge and lasso variants to
portuguese SMEs in the textile industry and examines their ability to predict
the companies’ viability in 2020. Some results were unexpected.

Keywords: business bankruptcy, logistic regression, ridge regression, lasso

Insolvency occurs when a company cannot pay its debts or has insufficient assets to fulfill
its obligations. Financial and societal costs are enormous. Consequently, it is essential
to have very accurate forecasting models for the future status of businesses so that the
required measures can be undertaken. Most of the research employs statistical or artificial
intelligence methods to predict if organizations would go bankrupt. This study uses logistic
regression to predict SME (Small and Medium-Sized Enterprises) insolvency in the textile
industry. The ridge and lasso models, two forms of logistic regression, were also used to
build two extra models to see if they could generate a more precise forecast than logistic
regression. Financial data was gathered from the SABI database that includes insolvent
and healthy textile SMEs.
The logistic regression model is governed by the dependent variable’s success probability,
recorded as one or zero. Ridge [1] and lasso [3] regressions are better at handling multi-
collinearity and overfitting. Ridge and lasso regressions require a nonnegative fit parameter
λ present in logistic regression’s log-likelihood function.
In ridge, as λ increases, estimated coefficients approach zero but never reach it. All inde-
pendent variables are included in the model [2].
In contrast, lasso regression is an alternative to conventional logistic regression that pro-
vides a reduction in the number of independent variables by setting some coefficients to
exactly zero [2].
Table 1 depicts the overall accuracy of the three models.
Logistic regression and its ridge and lasso variants achieved similar global accuracy rates
in 2019 (Table 1). Two and three years in advance (years 2018 and 2017), the global
accuracy rates differed somewhat between the three models. In 2017 and 2018, the ridge
and lasso regressions achieved a greater global overall accuracy rate than the classic logistic
regression, with an unexpected increase in 2017 (Table 1).

22 April, 11:20 - 11:40, Hall of Library Barbosa Romero

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

147



Table 1: Three-year overall accuracy for the three statistical approaches.
Logist regression Ridge Lasso

Year 2017 Accuracy = 64.55% Accuracy = 77.72% Accuracy = 80.83%
Year 2018 Accuracy = 69.64% Accuracy = 72.79% Accuracy = 73.69%
Year 2019 Accuracy = 74.65% Accuracy = 73.53% Accuracy = 74.30%

Similarly, the discriminant ability of the ROC curves to distinguish between active and
bankrupt enterprises was generated for the three models. The area under the ROC curve
was calculated as a measure of the model’s quality.
Using data from 2019, the data indicate that the conventional logistic regression has a
modest benefit over the other two models in terms of discriminant ability (ROC curve) to
distinguish between operating and insolvent businesses (area 0.8107 versus 0.7781 for ridge
and 0.7802 for lasso), however there are no significant differences when using data from
2018 (area 0.7846 versus 0.7922 for ridge and 0.7916 for lasso). Using 2017 data, ridge
and lasso regressions perform significantly better (area 0.7311 versus 0.8231 for ridge and
0.8461 for lasso). In contrast to the standard logistic regression, the discriminant capacity
of ridge and lasso regressions improve as the distance to the year 2020 increases.
In short, the global overall accuracy rate is comparable for all three models in 2019, but in
2017 and 2018, the ridge and lasso regressions achieved a greater global overall accuracy
rate than the classic logistic regression, with an unexpected increase in 2017. The results
obtained using the ROC curve were very similar. The results of ridge and lasso regressions
were noticeably improved with the 2017 data.
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Health, safety and well-being are often related to the air quality of urban areas,
as well as with occupational safety and health in many workplaces [4]. Hence,
it is crucial to not only monitor the air quality of such locations, but also to
be able to predict potential changes in air quality to avoid such conditions.
This will help to promote better working conditions and increase the social
sustainability of existing and future workplaces. Thus, it is urgent to measure
and monitor the quality of the air we breathe, because it is with this assessment
of air quality that the health impacts, caused by air pollution, can be known
and solved [1] [2].

Keywords: air quality prediction, air pollution, public health, sustainable campus net-
work, nustainable development goals.

The present work aims at carrying out a study of air quality measurement and monitor-
ing integrated in an initiative of the Sustainable Campus Network [3] implemented at the
Polytechnic Institute of Leiria. In this study, in addition to measuring the concentration
of pollutants in the ambient air at Campus 2 of this Higher Education Institution during
two consecutive weeks, a comparative analysis of the measured parameters with the mete-
orological conditions experienced at that location during the same time period was carried
out.
Thus, in addition to the air quality parameters, nitrogen oxides, sulfur dioxide, ozone, car-
bon monoxide, hydrocarbons (BTX) and PM10, the parameters wind speed and direction,
temperature and relative humidity, global solar radiation and precipitation of the ambient
meteorological factors were also evaluated. Besides allowing the monitoring and discussion
of these parameters in the quality of the air breathed in the ecosystem of this polytechnic,
this work is intended to contribute not only to the promotion of improved sustainability
on the campus of the Polytechnic of Leiria, as well as the other campuses of Portuguese
higher education institutions integrated in this Network Sustainable Campus.
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Based on the pilot study the air quality at Campus 2 of the ESTG of the IP Leiria was
measured. After applying the quadratic multilinear regression models (equation 1) and
analysing the results we conclude that the correlation for SO2 is non-existent (R=0.122),
for NO and NOX is also very weak (0.465 < R < 0.575), for CO, NO2 and PM10 is
medium (0.733 < R < 0.780) and for PM25 and O3 is very high (0.842 < R < 0.910).
This allows predicting with high accuracy the concentration of these pollutants from the
meteorological and traffic intensity parameters.

f(xi, β̄, ᾱ, ω1, ω2) = β0 +
m−1∑

j=1

(
βjxij + αjx

2
ij

)
+ ω1 cos(xim) + ω2 sin(xim) (1)

where
xij - Measure in the time period i (15min) for the parameter j
xim - Entry wind direction angle.

Table 1: Regression Parameters
Continuous Parameters Binary Parameters
αβ5 Precipitation (mmH2O) β0 Mean Value
αβ6 R. Global (W/m2) β1 Saturday
αβ7 Pressure (KPa) β2 Sunday
αβ8 Wind Speed (m/s) β3 Rush Hour
αβ9 Temperature (◦C) β4 Carnival
αβ10 Rel. Humidity -
ω1ω2 Wind Heading (◦) -

For example, the PM10 concentration equation is
fPM10(xi) = 20.34 + 3.63xi2 − 3.64xi3 + 5.37xi4 + 0.55xi5 − 8.83xi6 − 2.49x2

i6 − 1.12xi7

+1.27x2
i7 + 7.41xi8 − 0.93x2

i8 + 13.85xi9 + 1.64x2
i9 + 2.50xi10 − 6.581 cos(xi11). (2)
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We propose a new non-negative matrix factorization (NMF) framework inspired
by the spherical kmeans objective function. We derive a new criterion and to
optimize it, we develop an algorithm based on only one multiplicative update
rule. In particular, we show that the spherical k-means is approximatively
equivalent to the algebraic problem of NMF under some suitable constraints.
Simplicity and efficiency are two major characteristics of our approach and nu-
merical experiments on real document×term datasets demonstrate its interest.

Keywords: clustering, NMF, unit hypersphere

Clustering has received a significant amount of attention as an important problem with
many applications, and a number of different methods have emerged over the years. In
general, sparsity and high dimensionality are the problems encountered by the different
existing clustering algorithms. It is the case of document×term matrices where each cell
represents the frequency of a word in a document. Hence, the choice of an appropri-
ated distortion measure can be crucial to the performance of a document/term clustering
algorithm. Thus, in document clustering, considering the data as directional is a good
alternative. Indeed, for high-dimensional data sparse or not, cosine similarity has been
shown to be a superior measure to Euclidean distance [1]; the direction of a document
vector is more important than its magnitude. This leads to a unit-vector representation,
i.e., each document vector is normalized to be of unit length. Therefore it is shown that
the spherical kmeans algorithm (SPKM) which is a k-means whose the criterion is based
on a cosine similarity and where the centers are normalized to be of unit length, is one of
the most effective clustering algorithm in this case [6].
However, despite the advantages of SPKM, in [2] the authors shown that the criterion of
SPKM is associated to underlying restricted von Mises-Fisher distributions mixture where
proportions of components (clusters) are assumed to be equal and the directional variance
(or dispersion) of each cluster is the same for all clusters [4, 2]. Hence SPKM presents some
drawbacks where the clusters are not well separated while the data are far from the model.
Then, the authors proposed to use vMF mixture models with less constraints and for
the estimation of the parameters and clustering they performed hard and soft clustering
algorithms derived from the EM algorithm [3]. However, it should be noted that, the
proposed approximation used, for estimation of cluster concentrations, suffers of the high
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dimensionality. This difficulty is due to the concentration parameter which is non-trivial
in high dimensions due to the functional inversion of the ratios of the Bessel functions. In
their conclusion, the authors emphasized that investigations about the tradeoff between
model complexity and sample complexity deserve to be studied in the directional data
context. In the sequel, we will not consider the mixture approach but, we propose to
consider another approach simple and efficient allowing to overcome the limits of SPKM.
Even if bringing a solution to the clustering problem is not the main objective of non-
negative factorization matrix (NMF) [5], this approach has appealed many authors for
data clustering and particularly for document clustering. Different authors [7] emphasized
that the NMF approach outperforms kmeans on most datasets since NMF seems to model
varying distributions due to the flexibility of matrix factorization, as compared to the
rigid spherical kmeans with equal proportions that kmeans objective function attempts
to capture. For SPKM, note that the hard version of EM proposed in [2] is in fact a
classification EM algorithm optimizing the classification log-likelihood of the restricted v-
MF distributions mixture. It is natural to think that an appropriated NMF is susceptible
to model varying distributions as compared to the underlying model that SPKM function
attempts to capture. For this reason, in this paper, we chose to consider the objectives of
SPKM in a NMF framework.
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Hypothesis testing is used in the process of making decisions. The p-value is
typically used. A value below 0.05 is generally taken as evidence against the
null hypothesis H0. Another approach is Bayesian analysis, which relies on the
Bayes factor. However, any of these options is not without controversy. Ex-
treme views are held by many. Nevertheless, both approaches can be valuable.
Three short examples are given.

Keywords: hypothesis testing, p-value, Bayes factor

A low p-value reveals nothing about the evidence against H1, hence it can inflate the evi-
dence against H0. In addition, the p-value does not answer the question of how plausible
is the research hypothesis H1 given the data. In Bayesian analysis, prior parameters are
modified for any quantity of new data to yield posterior values. Bayes factor contrasts the
data under two hypotheses, offering evidence for and against either. However, it can be
very sensitive to prior values.

Example 1. Consider the following hypotheses pertaining to a certain disease:
H0 : Mary does not have the disease versus H1 : Mary has the disease

Imagine a worthless diagnostic test that, regardless of whether a person is ill or not,
produces 99 percent negative and 1 percent positive results.
For a positive test, p-value = P (test positive|Mary does not have the disease) = 0.01.
For a level of 1%, this is a significant result, there is strong evidence against H0. Since the
test reveals no information about the disease, it would be ludicrous to conclude that Mary
is most certainly infected.
In contrast, the Bayes factor is one, meaning neither hypothesis is more likely than the
other:

BF 01 =
P (test positive|Mary does not have the disease)

P (test positive|Mary has the disease)
= 0.01

0.01
= 1.

Example 2. Consider the hypotheses testing on a binomial variable’s success rate π:
H0 : π = 0.5 versus H1 : π ̸= 0.5
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A sample of n = 200 trials was collected to choose amongst the hypotheses. There were
80 successes and 120 failures. Under H0, π = 0.5, the p-value is given by:
p-value = 2× P (X̄ ≤ 80|π = 0.5) = 0.005685.
Given this very low p-value, H0 is rejected, and the evidence is very strong against H0.
Using the Bayesian binomial test implemented in the software JASP with a uniform prior
distribution, BF01 = 0.206, the data are 4.853 (1/0.206) times more probable under H1

than H0. The evidence against H0 is moderate.
Using a symmetric beta prior with parameters α = β = 7, BF01 = 0.0909, indicates that
the result is approximately 11 times more likely under H1 than under H0, which constitutes
strong evidence against H0.
Using a beta prior with values α = 10 and β = 50 (in this scenario, there is a prior
greater probability of getting much fewer successes than failures), BF01 = 20.7046, a
complete turnaround in the evidence. Now, strong evidence supports H0’s claim. This
occurs because H1 is a composite hypothesis, and the Bayes factor computes a weighted
average, based on the prior, of the likelihood of the observed data under all the alternative
effect sizes. Bayesian priors affect the evidence. Prior choice can be crucial.
For the same findings and beta prior with values α = 10 and β = 50, but with a sample
size three times larger, BF01 = 0.0284 (BF10 = 35.2547). There is very strong evidence
supporting H1 revealing another reversal in the evidence, due to the decrease in the pos-
terior distribution dispersion.

Example 3. Consider the hypotheses for the mean of a normal population with known
standard deviation of 10:
H0 : µ = 50 versus H1 : µ = 60

The sample size for the study was one hundred. The sample mean was x̄ = 55.
The p-value is given by P (X̄ ≥ 55|µ = 50) = 0.00000029.
Since the p-value reveals very strong evidence against H0, µ = 60 must represent the actual
population mean. Because the z statistic’s distribution is symmetrical and the sample mean
falls between the two hypothetical values, swapping the hypotheses will have no effect on
the p-value, meaning that µ = 50 must now be the population mean. This occurs due to
the fact that the data are never compared to H1.
The Bayes factor is one for both the original and permuted hypotheses, since f(55|µ =
50) = f(55|µ = 60), indicating no conclusive evidence for either hypotheses.

In short, both the p-value and the Bayes factor are effective tools, but they must be used
critically in order to make better decisions.
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Portuguese territories’ distribution of wealth and people with higher qualifica-
tions appears to be related. On the one hand, more concentrated in certain
municipalities, and on the other hand, each time more unbalanced between mu-
nicipalities. The Portuguese population with higher qualifications tends to be
more concentrated close to big cities and in the littoral. Therefore, this work
studies the effect of the qualifications on the concentration of higher values
(and lower values) for the gross value added in Portuguese municipalities. It is
used a DEA (data envelopment analysis) to explain the effect of municipalities’
qualifications on the values of gross value added comparatively for the years:
2001, 2011, and 2021. The asymmetric distribution of the gross value added
among municipalities is explained as an output with DEA, while the index of
qualifications is the input variable. Some social and political measures need to
be developed in order to make the distribution of gross value added and quali-
fied people more balanced, maybe starting by reducing (average) qualification
inequalities values among municipalities.

Keywords: qualifications index, gross value added, DEA optimization, Portuguese mu-
nicipalities, spatial analysis

The territorial distribution of more qualified people by the Portuguese municipalities has a
greater concentration close to the main universities, in their metropolitan areas, and littoral
in general. Despite this asymmetric distribution of qualified labor, in some municipalities
is not only the qualified labor that determines the value of gross value added. The gross
value added is influenced by the outliers. One of the aims of this work is to identify the
municipalities which perform better than expected (or worse than expected) considering
in DEA ([3]) optimization the qualifications’ index as input and the measure of wealth as
output. Related work was developed by Marto et al. ([2]), considering EU NUTS 2.
The qualifications index was defined by Marques et al. ([1]) for a study about accessibility
to primary schools and social inequalities. Their definition is used in this work for the
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purpose of calculation of the municipality’s qualification index which is used as the input
variable for DEA optimization. The output variable, as previously mentioned is a measure
of wealth. Concerning the development of DEA optimization, it is important to start to
analyze whether the relation between the qualification index and wealth is linear or non-
linear. In other others, it is better described in DEA optimization by constant or variable
returns to scale.
The results can identify various groups of municipalities with different behaviors, consid-
ering the input and output variables. In some (groups of) municipalities and for various
reasons the results are better or worse than expected and part of this work is dedicated
to understanding why. Another output of this work is the evolution and relation between
variables for the years 2001, 2011, and 2021.
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ing for the fellowship of one of the authors (Marco Marto) which allowed him to develop
this work.
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The Poisson regression model is generally the first choice for fitting count data
in the context of generalized linear models. However, the equality condition
between the mean and the variance in the conditional response is sensitive and
difficult to evaluate, limiting its use in real-world problems. The suitability of
existing methods for assessing over-dispersion in Poisson regression models will
be discussed.

Keywords: poisson regression, dispersion parameter, pearson estimator, mean deviance
estimator

The theory of Generalized Linear Models states[1] that the response variable conditional on
the explanatory variables, Y |x, follows a distribution belonging to the exponential family
of distributions, whose general expression for the probability (density) function is given by

PY (y; θ(x), ϕ) = a(y, ϕ) exp
(yθ(x)− k(θ(x))

ϕ

)

with location parameter θ(x) ∈ R and dispersion parameter ϕ > 0.

For a Poisson regression with conditional mean µ(x) we have θ(x) = log(µ(x)) and ϕ = 1,
due to the equality between mean and variance. The fact that the dispersion parameter is
a constant allows us to raise the question of the estimation of ϕ.

The Mean Deviance and the Ratio of the Pearson X2 statistic to its Degrees of Freedom
are known estimators for ϕ. They are defined, respectively, by:

ϕ̂D =
D(y, µ̂(x))

n− p− 1
and ϕ̂P =

X2

n− p− 1
=

∑

i

(yi − µ̂i(x))
2

(n− p− 1)V (µ̂i(x))

where D is the total deviance of the model and V is the variance function of Y |x, evaluated
at µ̂i(x). For the Poisson distribution, V (µ̂i(x)) = µ̂i(x).

It is known that the statistics D and X2 follow asymptotically a χ2(n−p−1) distribution.
Also, both estimators ϕ̂D and ϕ̂P are asymptotically unbiased and consistent.
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In Poisson regression, the departure of ϕ̂P , or ϕ̂D, from ϕ = 1, can be seen as a departure
from the adequacy of the Poisson distribution to the data. In particular, ϕ > 1 corresponds
to over-dispersion, which is a problem often encountered in the analysis of count data
that can lead to invalid inferences if not correctly addressed, such as biased parameter
estimations corresponding to underestimated standard errors. Harrison indicated that
over-dispersion can arise, for example, when models have been poorly specified, when
there is clustering or an excess number of zeroes in the data, or just when the variance of
the conditional response is truly greater than the mean[2].

The estimators ϕ̂D and ϕ̂P are advertised to keep their properties when applied in the
framework of Generalized Linear Mixed Models, and their use is advocated, specially for
ϕ̂P [3]. However, the dispersion included by the random effects may interfere with the
dispersion of the conditional response variable.

In this study, we evaluated a simulation procedure described by Zuur[3] to access the de-
parture of the estimates of ϕ for a given model from the condition ϕ = 1. More precisely, we
generated data coming from a mixed-effects Poisson regression model, with j ∈ {1, 2, 3, 4}
repeated measurements per experimental unit:

• Yij|b0i ∼ P(exp(β0 + b0i))

• Yi1|b0i, . . . , Yi4|b0i are independent, i = 1, . . . , n

• Yi1|b0i independent from Yi′1|b0i′ , i ̸= i′

• b0i ∼ N (0, σ0
2) are independent, i = 1, . . . , n

with n = 10, 50, 200, β0 = 0.1, 0.5, 1 and σ2 = 0.1, 1, 2.

We were able to compare the performances of ϕ̂D and ϕ̂P in models with different values for
µi(x), focusing on the cases where the mean was close to zero. In particular, ϕ̂P obtained
better results than ϕ̂D as is known from the literature of Generalized Linear Models, stated
by Dunn and Smith[1].
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A large part of the data from surveys or other sources cannot be published di-
rectly due to privacy and confidentiality concerns. Statistical Disclosure Con-
trol techniques suggest methods to modify data so that they can be published
without revealing confidential information.
In this study, we describe and compare different perturbation methods. We
also present several measures for data utility and disclosure risk to evaluate the
method’s performance. Finally, we illustrate an application of these methods
using the R-Package sdcMicro.

Keywords: statistical disclosure control (SDC), disclosure risk, data utility, package
sdcMicro

The demand for data access has been growing a lot in recent years. The compromise
between the utility of the information provided and the protection of confidentiality is
increasingly important.
Statistical Disclosure Control (SDC) techniques suggest methods to modify the statistical
data without providing information that makes it possible to identify an observation from
the perturbed dataset [4]. Applying SDC techniques to the original data may result in
information loss and hence affect data utility. An optimal method of SDC is the one that
minimizes the disclosure risk and maximizes the utility of data. In this study, we look for
techniques that better balance these two perspectives.
Initially, we describe the SDC methods and we present several measures for data utility
and disclosure risk to compare the method’s performance.
According to the literature, the Exact General Additive Data Perturbation (EGADP) model
provides the lowest disclosure risk and still allows all inferences made on the perturbed
database to be the same as the original dataset. As for nonlinear models, the Data Shuffling
model leads to perturbed values very similar to the original values and with low disclosure
risk. Finnaly, the Microaggregation method offers very ineffective results comparing to the
Data Shuffling and EGADP models [3].
We also apply the SDC methods to a real dataset which is made available by the Banco
de Portugal Microdata Research Laboratory (BPLIM) for research purposes [1]. The SDC
methods are applied using the R language, more specifically the sdcMicro package [2].
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The conclusions from the literature do not exactly match with the results obtained from
the application to the real dataset. The Data Shuffling model and the EGADP model do
not perform well when compared to the other models presented. The EGADP model offers
the lowest disclosure risk, however, it has higher information loss when compared to the
noise models. The Data Shuffling model offers a lower disclosure risk, but also presents
large values for the information loss. So we conclude that for the dataset under study the
best models in the literature were over-performed by the Noise Models.
The choice of the most appropriate method always depends on the objective of the person
responsible for the dataset, giving more emphasis to the risk of disclosure or the data
utility.
Acknowledgements
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To make an informed decision, it is essential to comprehend statistical concepts
that appear obvious but are not necessarily properly understood. Many peo-
ple, including health professionals, routinely mistake healthcare numbers and
statistics. One of the objectives of this study is to determine whether individu-
als understand the terms mortality rate and lethality rate. To accomplish this,
an online questionnaire was created in october 2022.

Keywords: mortality rate, lethality rate, case fatality rate

Mathematical and statistical thinking permeate modern life to an unprecedented degree.
Most often, they are utilized to back up an argument or add weight to a marketing text,
statement, or idea. The risks and advantages of medical procedures are sometimes exag-
gerated or overlooked by physicians, nurses, and patients alike. The mortality rate and the
lethality rate are two terms that, often, are interpreted in an incorrect manner.
The lethality rate, also known as the case fatality rate, is a measurement of the percentage
of individuals who get a particular illness and die as a result. The lethality rate is deter-
mined by dividing the number of deaths attributable to the illness by the total number
of cases. On the other hand, the mortality rate is calculated by dividing the number of
deaths linked to a particular disease during a specified time period by the total population
size. The key distinction lies in the denominator of the two ratios.
The lethality rate and the mortality rates are key indicators of the severity of a disease.
They can assist policymakers and public health professionals in comprehending the impact
of an illness on a population and guiding decisions on the distribution of resources. They
can also be used to evaluate the efficacy of interventions or treatments.
From a public health perspective, the mortality rate is generally more relevant, as it reveals
the impact of the disease in question on the population. A illness with a high lethality
rate but low incidence may have a reduced impact on the population. On the other hand,
a disease with low lethality rate but rapid population spread may have a larger effect
on mortality. Nevertheless, from an individual standpoint, the lethality rate is crucial
information for the physician who has a patient with a particular condition and must
decide how to treat him. In this scenario, the mortality rate is less relevant.
This study focuses on a single question. It was asked:
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Question: A new drug designed to prevent death from ’Navis’ disease is intended to be
launched on the market. The drug is taken as a preventative measure prior to contracting
the disease. The results of the randomized, controlled, and double-blind clinical trial
involving 2000 participants in each of the experimental and control groups are as follows:
500 individuals in the experimental group contracted ’Navis’ disease. 10% of these indi-
viduals succumbed to the disease, or the lethality rate was 10%.
100 individuals in the control group contracted ’Navis’ disease. 20% of these individuals
succumbed to the disease, or the lethality rate was 20%.
In terms of public health, it can be concluded that:
A) The value of greatest interest in this trial is not the mortality rate in each group, but
rather the lethality rate in each group and the results of the trial support its approval.
B) The value of greatest interest in this trial is not the lethality rate in each group, but
rather the mortality rate in each group and the results of the trial support its approval.
C) The value of greatest interest in this trial is not the mortality rate in each group, but
rather the lethality rate in each group, and the results of the trial do not support its
approval.
D) The value of greatest interest in this trial is not the lethality rate in each group, but
rather the mortality rate in each group, and the results of the trial do not support its
approval.

The results in Table 1 are those obtained up until December 31, 2022.

Table 1: Distribution of responses.
Answers Frequency Percent

A 42 46.7%
B 14 15.6%
C 9 10.0%
D 25 27.8%

Options A and C give lethality rate the most importance in terms of public health. It was
anticipated that individuals who place a larger emphasis on lethality would respond that
the results of the study support its approval, that is, option A, given that lethality has
been reduced with the treatment. The lethality rate is provided, so individuals who are
unfamiliar with it can easily deduce its meaning.
In contrast, option B and D emphasize the mortality rate. Those who place a larger focus
on the mortality rate were expected to respond that the results of the trial do not support
its approval, that is, option D, as the treatment raised it. It is also possible that some of
the option B respondents do not understand what the mortality rate actually means.
As anticipated, the response rates for alternatives A and D are higher. However, just
27.8% of respondents selected the best solution, option D. There is still a widespread lack
of familiarity with numbers and statistics.
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Being able to model and forecast water consumption is essential, since this is
a scarce resource that must be used rationally. Companies have implemented
new smart water meters that allow collecting hourly and sub-hourly consump-
tion data for each consumer. These data present different sources of seasonality
that cannot be captured by commonly used models, such as the Autoregressive
Integrated Moving Averages models. The objective of this work is the individ-
ualized study of hourly water consumption of residential clients of a company
in the North of Portugal. TBATS model is applied to model the consumption
of six residential clients, with the intent to forecast individual behavior.

Keywords: times series, TBATS, water consumption, forecasting

The TBATS model incorporates multiple and complex seasonalities and includes a trigono-
metric representation of the seasonal components based on Fourier series, Box-Cox trans-
formation, ARMA errors, and seasonal patterns [1]:

y
(w)
t = lt−1 + ϕbt−1 +

T∑

i=1

s
(i)
t−1 + dt (1)

where y(w)
t =

ywt −1

w
if w ̸= 0 and y

(w)
t = log(yt) if w = 0; lt = lt−1 + ϕbt−1 + αdt is the local

level; bt = (1− ϕ)b+ ϕbt−1 + βdt is the short-run trend in period t; b is the long-run trend;
dt =

∑p
i=1 ψidt−i +

∑q
i=1 θiεt−i + εt; denotes an ARMA(p,q) process, and εt is a Gaussian

white noise process with zero mean and constant variance σ2. The ith seasonal component
at time t is given as: s(i)t =

∑ki
j=1 s

(i)
j,t , with s

(i)
j,t = s

(i)
j,t−1 cosλ

(i)
j + s

∗(i)
j,t−1 sinλ

(i)
j + γ

(i)
1 dt and

s
∗(i)
j,t = −s(i)j,t−1 sinλ

(i)
j + s

∗(i)
j,t−1 cosλ

(i)
j + γ

(i)
2 dt. Furthermore, α, β, γ(i)1 and γ

(i)
2 , i = 1, .., T

are the smoothing parameters, λ(i)j = 2πj/mi and ki is the number of harmonics required
for the ith seasonal component.
The dataset provided by the company has a total of 8,760 hourly observations of water
consumption of six residential consumers (see Fig. 1). For the analysis, the statistical
software R [3] was used. The outliers of each of the six time series were replaced by
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linearly interpolated values using the neighboring observations, in a total of 5.89%, 9.18%,
3.69%, 3.14%, 12.72% and 5.64%, for consumers 1, 2, 3, 4, 5 and 6, respectively. Since the
data includes non-positive values, the inverse hyperbolic sine transformation is used.
The observation of box-plots of water consumption at week-days and weekends suggests
differentiable client patterns and the existence of daily and weekly seasonal patterns with
length m1 = 24 and m2 = 168, respectively. These are found in the estimated TBATS
models of the six clients presented in Table 1. For all, no Box-Cox transformation was
required (w = 0).For all the other parameters of the TBAST models there are differences.

Figure 1: Hourly water consumption, in liters, of one of the clients.

Table 1: TBATS models for the six clients.
Client p, q m1, k1 m2, k2 α γ

(1)
1 γ

(2)
1 γ

(1)
2 γ

(2)
2 σ AIC

1 0, 0 (24,11) (168,6) 0.017 0.0003 -0.0063 0.0052 -0.0009 0.94 3.183
2 0, 1 (24,10) (168,6) 0.007 -0.0003 -0.0038 0.0042 -0.0015 0.88 3.150
3 0, 0 (24,7) (168,6) 0.017 -0.0007 -0.0060 0.0033 0.0001 1.47 3.393
4 0, 0 (24,7) (168,4) 0.001 -0.0019 -0.0049 0.0048 0.0024 1.19 3.279
5 0, 0 (24,5) (168,6) 0.018 -0.0034 -0.0075 0.0037 0.0008 0.91 3.146
6 0, 0 (24,8) (168,3) 0.043 -0.0022 -0.0049 0.0029 -0.0043 0.78 3.070
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As the use of alternative travel modes increases, the analysis of the geographical
distribution of traffic collisions with pedestrians becomes even more pertinent.
With the use of a spatial approach, it becomes possible to assess contributing
factors, such as location, creating room for more targeted measures that may
lead to improvements in safety when considering vehicle-pedestrian interaction.

Keywords: traffic accidents, mobility challenge, geographic information, spatial analysis,
Lisbon

This study was conducted as part of the curricular unit Applied Project in Data Science II,
in the 3rd year of the Data Science Bachelor’s Degree Course from ISCTE-IUL. The data
used in this work was provided by the National Road Safety Authority (ANSR), the main
source of information on road accidents in mainland Portugal. These data were gathered
by security forces (GNR and PSP) and made available through the Road Traffic Statistical
Report (BEAV). Road traffic security has always been a challenge in modern society. In the
period between 2010 and 2019, there were 327 384 police-reported vehicle crashes, including
55 850 vehicle-pedestrian accidents, which resulted in 950 fatalities. After reading up on
statistics produced by ANSR, a decision about the direction of this work was made. The
importance of adding geographic information to data analysis became clearer. To this
effect, accidents that took place in urban street settings were considered. The study’s
scope was reduced to the Lisbon metropolitan area and covered all its 24 municipalities.
Three main goals were set:

1. Identification of sites, involving pedestrians, by municipality, from 2010 to 2019.

2. Identification of sites with higher rates of severe of injuries, also, from 2010 to 2019.

3. Finding locations with higher death tool, counting up to 30 days after the accident.

Latitude and longitude coordinates were used, and the spatial analysis was carried out
by QGis® software. Figure 1 shows the geographical distribution of collisions, involv-
ing pedestrians, in the metropolitan area. Through a dataset analysis, municipalities as

22 April, 11:20 - 11:40, Hall of Library Barbosa Romero

XXX Meeting of CLAD, Viana do Castelo, 20-22 April 2023

165



Figure 1: Distribution of traffic accidents in Lisbon urban area (2010-2019)

Misericórdia, Avenidas Novas, Arroios and São Domingos de Benfica scored high on the
number of vehicle-pedestrian occurrences, from 2010 to 2019.
Locations where injuries of great severity were also identified. Among the 24 municipalities,
the top-ranking hotspots were Olivais, Marvila, Alvalade, Avenidas Novas and Penha de
França.
Upon integration with street lighting georeferenced data (https://lisboaaberta.cm-lisboa.pt/),
the analysis time period was adjusted to 2016-2019. Overall, the northern urban area (in-
cluding municipalities such as Marvila, Olivais, and also Penha de França) registered a
higher number of fatalities, counting a period of 30 days after the occurrence.
In addition, the study allowed for spatial recognition of the most dangerous streets for
vehicle-pedestrian interaction: Praça Paiva Couceiro and Avenida Infante D. Henrique.

Acknowledgments: to Professors Anabela Costa, Margarida Cardoso, and Fernando
Batista, we thank their support, knowledge sharing, and valuable contributions.

References: QGis® software (https://www.qgis.org/en/docs/index.html).
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Ndèye Niang, 85
Nelson de Jesus, 165

Paula Brito, 117
Paula C. R. Vicente, 101
Paula Simões, 107
Paulo Batista, 105, 109
Paulo Infante, 127
Paulo Saraiva, 35
Pedro Campos, 113
Pedro Carvalho, 73
Pedro Duarte Silva, 97
Pedro Ribeiro, 49
Pedro Silva, 25
Pinto Martins, 37

Raquel Cadilhe, 87
Raquel Guiné, 79
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